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Abstract

Simulation problems encountered in reservoir management are often computationally expen-
sive because of the complex fluid physics for multiphase flow and the large number of grid cells
required to honor geological heterogeneity. Multiscale methods have been proposed as a com-
putationally inexpensive alternative to traditional fine-scale solvers for computing conservative
approximations of the pressure and velocity fields on high-resolution geo-cellular models. Al-
though a wide variety of such multiscale methods have been discussed in the literature, these
methods have not yet seen widespread use in industry. One reason may be that no method
has been presented so far that handles the combination of realistic flow physics and industry-
standard grid formats in their full complexity. Herein, we present a multiscale method that
handles both the most wide-spread type of flow physics (black-oil type models) and standard
grid formats like corner-point, stair-stepped, PEBI, as well as general unstructured, polyhedral
grids. Our approach is based on a finite-volume formulation in which the basis functions are
constructed using restricted smoothing to effectively capture the local features of the permeabil-
ity. The method can also easily be formulated for other types of flow models, provided one has
a reliable (iterative) solution strategy that computes flow and transport in separate steps.

The proposed method is implemented as open-source software and validated on a number of
two and three-phase test cases with significant compressibility and gas dissolution. The test cases
include both synthetic models and models of real fields with complex wells, faults, and inactive
and degenerate cells. Through a prescribed tolerance, the solver can be set to either converge
to a sequential or the fully implicit solution, in both cases with a significant speedup compared
to a fine-scale multigrid solver. Altogether, this ensures that one can easily and systematically
trade accuracy for efficiency, or vice versa.

1 Introduction

The subsurface flow of hydrocarbons during petroleum production is a complex multiscale process.
Whereas the flow of liquid and gas phases occurs on a micrometer scale in the void between rock
grains, buoyancy forces and pressure differentials induced by wells drilled into the rock will cause
the hydrocarbon components to move hundreds or thousands of meters before they reach the point
where the well tube perforates the rock. The porous rock’s ability to store and transmit fluid is
heterogeneous on all relevant length scales in between and typically has spatial correlations that vary
from centimeter to kilometer scale. This heterogeneity has a profound impact on the movement of
fluids. Obviously, one neither can nor should attempt to resolve all pertinent scales in a single model.
Indeed, in the reservoir characterization process a combination of expert intuition, experience, and a
multitude of data sources is used to build models on various scales. Various types of flow simulations
are performed on many of these model scales. An important part of these simulation studies is to
use some kind of upscaling or homogenization technique to derive and compute effective properties
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that enable the simulator to account for sub-scale heterogeneities that are left unresolved in the
model in an averaged sense. Model upscaling is unfortunately a time-consuming and error-prone
process that often tends to introduce non-systematic bias in simulation results.

The reason why it has proved so difficult to develop robust and reliable upscaling methods
is that flow in porous rock formations does not exhibit clear scale separation: the heterogeneous
petrophysical parameters do not have a clearly defined small scale that one can safely average over.
Around the turn of the century, a new and alternative approach to treating problems without scale
separation started to appear in the literature, see e.g., [5, 7, 10, 20, 21]. These so-called multiscale
simulation methods use a two-level approach to simulation, in which heterogeneity in petrophysical
parameters and variations in phase compositions and saturations are represented on a fine-scale
grid, whereas the mechanisms that affect the pressure depletion and drive global flow patterns are
resolved on a coarser grid having fewer degrees of freedom. This setup is not very different from
that of traditional upscaling, but whereas one in flow-based upscaling uses the solution of localized
flow problems to determine effective parameters to be used in the coarse-scale model, multiscale
methods keep the localized flow solutions and use them as numerical prolongation operators that can
be used to systematically and correctly account for the effect of sub-scale variations when forming
discretized flow equations on a coarser scale.

Initially, the development of multiscale methods held a lot of promise. However, despite many
years of research, these methods have not yet found widespread use in industry. A reason may be
that the methods proposed so far have either assumed simplified flow physics or idealized reservoir
geometries, and no method has yet been able to incorporate the full model complexity needed for
real petroleum assets. Among the many different multiscale methods found in the literature, the
multiscale finite-volume (MsFV) method [21] is the one that has come the longest way in incor-
porating industry-relevant flow physics, such as black-oil models [13, 25, 29|, fluid compressibility
[16, 33, 50, 58], and (simplified) compositional formulations [17], all on rectilinear grids. The MsFV
method, and its somewhat less accurate but more stable and versatile two-point counterpart [37],
have been extended to stratigraphic and unstructured grids [38, 47|, but these extensions and mod-
ifications have only been studied for incompressible flow models. On the other hand, the multiscale
mixed finite-element (MsMFE) method [10] is the method that has come the longest way in in-
corporating realistic descriptions of reservoir geology, see [1-3, 42, 46]. However, except for the
somewhat idealized black-oil and compressible flow cases studied in [26, 27, 31, 46], the MsMFE
method has so far only been demonstrated to work well for incompressible flow.

Recently, we proposed a new multiscale finite-volume formulation, called the multiscale restricted-
smoothed basis (MsRSB) method [40] that resolves the combined challenge of complex grids and
highly heterogeneous rock properties, as seen in models of real assets, in a simpler and more robust
manner than previous methods. The method is formulated using the algebraic iterative framework
that has been developed for the MsFV method [35, 56, 58, 59] and hence inherits this method’s abil-
ity to treat complex flow physics, but uses a very different construction of numerical prolongation
operators that mimics an approach that has proved to be quite successful in algebraic multigrid
methods [9, 52-54|. Starting from a constant pressure value inside each coarse grid block, a lo-
calized iterative scheme is applied directly to the fine-scale discretization to compute a numerical
prolongation operator that is consistent with the elliptic differential operator within a localized
support region. The prolongation operator has good accuracy compared with alternative types of
operators [36] and gives a very robust method that is not afflicted by the monotonicity issues that
ail the MsFV method, see e.g., the discussion in [37, 38]. Equally important, the support regions
are simple to construct for almost arbitrarily complex grids, and as a result, the MsRSB method is
at least as flexible with respect to fine and coarse grid types as the MsMFE method. The method
can, for instance, easily utilize various approaches for improving accuracy by adapting coarse grid
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blocks to geological features, see e.g., [32].

Herein, we extend the MsRSB method to also account for realistic flow physics in the form of
the compressible black-oil equations that describe the evolution of three components, water and two
hydrocarbon pseudo components, referred to as oil and gas, respectively. The system of mass or
volume conservation equations for these three components describes the interplay among buoyancy,
capillary, and viscous forces and has an intricate mixture of elliptic and hyperbolic characteristics,
which explains why these equations are generally difficult to solve efficiently and accurately. Whereas
it is possible to utilize multiscale methods as part of a constrained-pressure-residual preconditioner
to a fully implicit discretization [13], it is more efficient to use MsRSB to solve a separate pressure
equation as part of sequential solution procedure that, if needed, can be used to formulate an iterated
fully implicit discretization. To validate the MsRSB method for reservoir simulation, we present a
number of test cases that contain examples of geological complexity and the type of flow physics
that will be encountered in simulation of real assets. All numerical experiments are conducted
using simulation tools from a new multiscale module in the open-source MRST software framework
[28, 30, 31]; the module was first published as part of the 2015a MRST release and can be freely
used under the GNU Public License version 3. The extensions to black-oil models discussed herein,
will be published in a future release alongside of this article. In two forthcoming papers, we also
describe the extension of the MsRSB method to polymer flooding including shear-thinning effects
[19] and fractured media [49].

2 The black-o0il model

The fluid model most commonly used for reservoir simulation is the so-called black-oil equations, in
which water is modeled as a component and the various hydrocarbon chemical species are lumped
together to form two components at surface conditions, a heavy hydrocarbon component called
“0il” and a light hydrocarbon component called “gas”. The chemical composition of each of these
pseudo-components is assumed to be constant for all times. At reservoir conditions, the three
components may form three phases, an aqueous phase consisting mainly of the water component,
a liquid hydrocarbon phase consisting of mainly of oil and dissolved gas, and a hydrocarbon vapor
phase consisting mainly of natural gas. In the general case, oil can also be dissolved in the gas
phase, the hydrocarbon components are allowed to be dissolved in the aqueous water phase, and
the water component may be dissolved in the two hydrocarbon phases. Herein, however, we assume
that the hydrocarbon components do not dissolve in the water phase and that oil does not dissolve
in gas. We will primarily look at two special models: (i) a two-phase, dead-oil model in which the
oil does not contain any dissolved gas, and (ii) a three-phase, live-oil/dry-gas model in which the
gas component may be partially or completely dissolved in the oil phase.

By convention, the black-oil equations are formulated as conservation of gas, oil, and water
volumes at standard (surface) conditions rather than conservation of the corresponding component
masses [51]. To this end, we will employ a simple PVT model that uses pressure-dependent func-
tions to relate fluid volumes at reservoir and surface conditions. Specifically, we use the so-called
inverse formation-volume factor, by, = VJ/V, (where V, and V;? are volumes occupied by a bulk of
component « at reservoir and surface conditions) and the gas solubility factor 75, = Vy JVE, which
is the volume of gas, measured at standard conditions, that at reservoir conditions is dissolved in a



unit of stock-tank oil. The conservation equations then read

Ot (dboso) + V - (botUy) — bogo = 0, (1la)
Ot (PbysSw) + V - (byVw) — buwgw = 0, (1b)
Ot[p(bgsg + borsoS0)] + V - (bgUy + boTs0Ts) — (bgdg + boTs0qo) = 0. (1c)

Here, ¢ is the pore volume and s, denotes the fluid saturation (volume fraction) of phase o = w, o, g.
The phase velocities U, are given by a multiphase extension of Darcy’s law,
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Vo = (Vpa - pagvz)a (2)
where p,, is the phase pressure, ko is the relative permeability, and p, the viscosity of phase a and
g is the gravity acceleration. The gas is miscible in oil and the gas-oil ratio rs, for a saturated oil is a
function of pressure. The formation volume factor and the viscosity of oil depend on both pressure
and the gas-oil ratio. The model consisting of (1) and (2) has more unknowns than equations. We
must therefore impose a closure relationship for the saturations, ), s = 1, and two relationships
for the phase pressures, p, — pw = Peow and py — Po = Pego, Where the capillary pressures pey, and
Dego are known functions of the phase saturations.

Commercial simulators predominantly rely on a fully implicit discretization to solve the nonlinear
system (1). Following the discretization, the discrete nonlinear system is linearized and then solved
using a direct solver like nested factorization. To obtain higher efficiency for large models, it is
common to replace the direct solver by an iterative solver with a constrained-pressure residual
(CPR) preconditioner, see e.g., [15, 55]. This preconditioner relies on a two-step procedure in which
one first forms a near-elliptic pressure equation that can be efficiently solved, e.g., by an algebraic
multigrid method, and then uses an incomplete LU-decomposition to perform a variable update for
the full system. Whereas it is possible to form a multiscale method for the elliptic part of the CPR
system [12], this approach is in our experience not very efficient. Instead, we will rely on a sequential
solution procedure that separates the black-oil equations into a pressure equation describing fluid
pressures, fluxes, and well rates and a system of transport equations that describe the evolution of
saturations and/or dissolution factors.

3 Sequential splitting

Several sequential methods can be found in the literature and vary in their choice of primary
unknowns and the manipulations, linearization, temporal and spatial discretization, and the order
in which these operations are applied to derive a set of discrete equations. A classical approach is the
implicit pressure, explicit saturation (IMPES) method, which starts by a temporal discretization
of the balance equations (1) and then eliminates the saturations at the next timestep to derive
a pressure equation. The pressure equation is solved implicitly to obtain pressure and fluxes,
which are then subsequently employed to update the volumes (or saturations) in an explicit time
step. Improved stability can be obtained by a sequential implicit method [57] that also treats the
saturation equation implicitly.

The general strategy for formulating a sequential implicit method for the black-oil equations is
well described in the literature. Nonetheless, our experience indicates that obtaining a robust and
efficient implementation hinges on a number of inconspicuous details. In the following, we therefore
describe in detail the discrete equations we have used to formulate our multiscale black-oil solver
and implement it in the open-source software MRST [28].



3.1 The pressure equation

To derive a pressure equation from (1) we start by discretizing in time using the backward Euler
method. This gives us the semi-discrete equations,

Ry = ﬁ [(¢buwsw)™™ = (¢bwsw)"] + V- (bubw)" = (buqu)" ' =0, (3a)
Ro = é [(¢ boSo)n+1 - (¢ boso)n] + V- (boﬁo)nJrl - (quO)n+1 = 0’ (3b)
Ry = é [(9Dg5g + DTs0bos0)" ! = (D bgsg + ST s0bos0)"] (3¢)

+ V- (bgTy + boTsoVo)™ T — (byqy + boTs0q0)™ T = 0.
Next, we assume that there exist factors 3, so that we can obtain an equation on the form,
7—\pr = ﬁwa + ﬁoRo + 5gRg = Oa (4)

where R, does not depend on the saturations at the next time step in the accumulation term. For
the black-oil model it is easy to show that these factors are given as

1 1 rtl 1
ﬁw:ma 5o:bnﬁ_biﬁa /Bg:Wa (5)
w (o} g g

so that the saturations at the next time step can be eliminated by the closure equation ) sq = 1.

To form a fully discrete system, we also need to introduce a spatial discretization. Here, we
use a standard two-point finite-volume scheme extended with upstream weighting of all terms that
depend on saturation, but we could equally well have used a multipoint flux-approximation for the
spatial discretization. Assuming a general polyhedral grid that consists of n. cells and ny faces, we
start by defining two mappings. The first, I'(¢), maps a cell to the set of faces that delimit the cell.
The second brings you from a given face f to the two cells C1(f) and Cs(f) that lie on opposite sides
of the face. (For exterior faces, either C; or Cy is zero). We can now define discrete counterparts of
the continuous divergence and gradient operators. The div operator is a linear mapping from faces
to cells. Let v[f] denote a discrete flux over face f with orientation from cell Cy(f) to cell Ca(f).
The divergence of this flux restricted to cell ¢ is then given as

1, ife=Ci(f),
aiviw)d = Y sen(fwlfl.  sea(n=q 0 Tem Al ®
-1, if c= Ca(f).
fefle)
Likewise, the grad operator maps from cell pairs to faces. Restricted to face f it is defined as
grad(p)[f] = p[Ca(f)] — p[CL(f)]- (7)

In addition, we need to define the transmissibilities. To this end, consider a face f between two
cells i = C1(f) and k = C2(f) and let A; ;, denote the area of the face, 7i; ; the normal to this face,
and ¢;  the vector from the centroid of cell 7 to the centroid of the face. Then, the transmissibility

is defined as . .
_ —17-1 Cik * Mk
TIf] = [T, + T Tip = AipKi———5", (8)
Z?

where K ; is the permeability tensor in cell ¢. Using these operators and dropping subscripts for
brevity, the fully discrete version of the water equation reads

a7 (20l sldl) " = 3 (9l bl slel)” + asv@)" ! (blelale))™ =

olf] = —upu(bN)[1T1/] (gradpl] — g ave(p) (] graa(2)]f

5
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Here, A = k,/u denotes the phase mobility and we have introduced two additional operators that
compute the arithmetic average and the phase-upwind values at a face

avg(h)[f] = 5 (RIC1()] + R[Ca(f)) (10a)
apu(R)[f] = {Z{g% ftivj@) [f] — gave(p)[lgrad(z)(f] > 0, (10p)

The fully discrete residuals can now be added to eliminate the saturations in the same way as in
the semi-continuous case giving an equation R, = 0 on the same form as in (4).

3.2 Well models

In the following, we will assume that the source terms ¢, in (3) only represent injection or production
wells. FEach well w is modelled as a set of grid cells ¢ € (), called connections, along the well
trajectory where fluids flow from reservoir to well or vice versa. This flow takes place on a subgrid
scale and is modeled using a semi-analytical Peaceman model that expresses the relation between
the reservoir pressure p[c| in a connection cell ¢, the total flux from well to reservoir inside this
connection, and the pressure inside the wellbore p,,[c],

ale] = Al Wilc] (pu[c] — ple]). (11)

Here, X is the total mobility in cell ¢, whereas the well index W7 accounts for rock properties and
geometric factors affecting the flow. The flow inside the wellbore is modeled as instantaneous, so
that mass entering a well can instantaneously be recovered at the surface. Moreover, the flow is
assumed to be in hydrostatic equilibrium, so that the pressure at each completion can be computed
as a hydrostatic pressure drop from a datum point called the bottom-hole, i.e., p, [c] = ppr + Ap]c].
The multiscale method is not affected by how these pressure drops are computed, and details are
therefore omitted for brevity. The volumetric source term for each phase depends on whether the
connection is injecting or producing, that is on the sign of pyy, — plc] + Ap|c]. That is,

g.ld = {Fa [c] qc], %f c %s Pr.odu'cing, (12)

vaolc] qlc], if ¢ is injecting.

If all connections of a well are injecting, v, is simply the phase-fraction of the injected fluid, whereas
if a well contains cross-flow, v, depends on the source terms of all connections that are producing
fluids. The examples discussed later in the paper only have injectors without cross-flow and hence
we do not describe in detail how the general case is computed in our code.

Wells can either be controlled by their bottom-hole pressure or by their surface rate. In our
code, these controls are supplied in terms of extra control equations, which on residual form read

(Rg,a)w = (@3)w — Z balclg,[c] =0 (13a)
ceCly
(Rc)w = pohw — Ubhw, 0o (Rc)w = a3, — Ugw, (13b)

where one constant value Uy, ,, or Uy, is prescribe per well. Altogether, the pressure equation on
residual form now reads,

Ry = [Rp, Ryws Rg.os Rags Re]T = 0. (14)

If we choose one of the phase pressures (say p,) as our primary variable along with the surface rates
g5 and the bottom-hole pressures pyp, (14) can be solved using a Newton-Raphson method for the
unknown pressure state ™ = [p,, q,, q5, qz,pbh]T.
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3.3 The transport equations

To derive transport equations for updating the fluid saturations, we start by assuming that the
pressure equation has converged to a sufficient tolerance. If we define the total flux vp =) v, at
reservoir conditions based on the pressure equation and insert the resulting expression for Vp into
each phase flux we obtain

Aalf]

valf] = Fu|vr + K S (2ve(pa)lf) —avelp))Jggraa(a)],  Fu= 50m (19)

Here, the densities are defined so that the oil density also accounts for the dissolved gas,

pw = buwpy,, po = bo(py + TSOPZ)’ Pg = bng' (16)

For the mobilities on the faces \,[f] we use potential ordering to determine the upstream weighting
[8], which for most situations coincides with the upstream weighting used in the pressure solver.
For brevity, we have tacitly assumed that capillary forces are negligible so that there is only a single
unique pressure. In general, these terms appear along with the gravity contributions in the potential
differences, and are also included in the implementation.

Now that we have expressions for the fluxes, we can solve two of the three conservation equations.
Typically, we solve the oil and gas equations to ensure that the hydrocarbon masses are conserved
throughout the simulation and let the water phase fill up the remaining pore volume. In the classical
IMPES method, the saturations are updated using a single step of an explicit scheme. Herein, we
use an implicit solver to allow for longer time steps. That is, we use a Newton—Raphson method
for (3b) and (3c) with fluxes provided by (15) to obtain saturations for the next time step. If the
oil is undersaturated, there is no free gas and hence we solve for ry, rather than solving for s,.
Henceforth, we let o = [s,, 84 V rso]T, where the second half of the vector is interpreted cell-wise
so that the state is s4[c] if cell ¢ is fully saturated and rg,[c] otherwise.

3.4 Solving the nonlinear problem

Both the pressure and transport equations are nonlinear equations and must be solved iteratively. In
both cases, the nonlinear system of discrete equations are solved using a Newton—Raphson method.
For the transport equations, we could equally well have used an explicit solver, but we choose to
use an implicit discretization in time to avoid stability restrictions on the time steps. Assuming
that we already know the current reservoir state (7™, ™), the solution procedure for a single time
step can then be written algorithmically as:

1. Set iteration counters ¢ and m for the pressure and saturation equations to zero and use the
current state as the initial guess, that is, wg = w" and oy = o, respectively.

2. Solve the linearized pressure equation and update the pressure,
41 = Ty — J7r(7r€7 Om, ﬂ-na a-n)_IRﬂ'(ﬂ-é? Om, 7‘_71’ Un) (17)

where J refers to the Jacobian dR,/dr of the residual equation R,. Check if the pressure
solution has converged using the following convergence criteria,

IPe1 — Pelloo < ep(maxp, —minp,)  [[Rylle <&, [Rello < ec (18)

Set £ < ¢+ 1. If the residual has not yet converged, return to Step 2 and solve another
linearized system. Otherwise, compute total flux vy, by summing Darcy’s law for each phase
and proceed to the next step.



3. For each cell ¢, compute the maximum amount of solvable gas "% [c] = r4,(py[c]) and switch

variable from rg, to sg if 74om[c] > r™*[c], or vice versa. Linearize and solve the transport
system with the updated pressure,

Om+1 = Om — Jo’(ﬂfa vT,ﬁ, Om, Trna o-n)_lRU(ﬂ-Kv ,UT,fa Om, 7rn7 Un) (19)

where we again let R, and J, be the residual and Jacobians of the linearized transport
equations respectively. We define the convergence using both a maximum error and a total
error for the phases under consideration,

|AtRa (1
S €Vbavg7
00 “ ||¢||1

Set m < m + 1 Reiterate Step 3 if we have not converged, otherwise proceed to next step.

AtR,,
H < eut?®, a e {o,w,g). (20)

4. Optionally, check the pressure residual against a tolerance for the outer iteration,
||R7F(7réya'ma7rnao'n)”oo < e (21)

If not converged, go back to Step 2. Otherwise, the time step is finished.

4 Multiscale formulation

To develop the multiscale formulation, we will need two grids. We have already introduced a fine-
scale grid that holds petrophysical properties and on which we have developed the discrete flow
equations. This grid is denoted Q¢ and will in the general case consist of a collection of polyhedral
cells {Q5}1, of varying shapes whose connections form an unstructured topology. On top of this
grid, we define a coarse grid QP that is formed as a partition of Q°. In other words, this coarse grid
will consist of a collection of blocks {92’}}":1 that each is formed by amalgamating a connected set
of cells from the fine grid. Usually, we represent the coarse grid in terms of a partition vector that
takes the value j in element i if €2 belongs to Qz’-. This means that each cell is assigned to one and
only one block.

In the following, we will focus on developing a multiscale formulation for the pressure equation
only. To accelerate the transport step, one can for instance use a domain-decomposition method as
discussed by Kozlova et al. [25].

4.1 Multiscale solver for pressure

As explained above, the pressure is computed by solving a nonlinear system of discrete equations
using a Newton—-Raphson method. The computational cost of this solution process is dominated by
the cost of inverting the pressure Jacobian, see (17). To formulate the multiscale method we start
by rewriting (17) as a discrete system for the increment in pressure and drop any subscripts since
it is clear that we are working with a single increment in the pressure,

JAp =r. (22)

The result is a standard linear system of parabolic or elliptic type, depending on the amount of
compressibility in the system. Since (22) potentially contains large variations in coefficients and a
large degree of coupling between neighboring cells, we want to avoid solving it directly. Instead,
we seek to approximate the pressure by a multiscale expansion that will enable us to formulate a
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reduced system that is associated with the coarse grid Qb and hence can be inverted much more
efficiently.

First, we assume that there exists a coarse-scale increment Ap, and a prolongation matrix P
the enables us to expand Ap, to a vector that is defined over the fine grid and approximates the
true fine-scale increment,

Ap =~ Apy = PAp,. (23)

To find the coarse increment, we insert the multiscale pressure expansion (23) into (22) and multiply
from the left with a restriction matrix R,

RJPAp,=J.Ap.= Rr =r,. (24)

A simple choice is to use a finite-volume restriction

1, ifx; € b
Rcv ji — ’ 7 25
( )i { 0, otherwise, (25)

which can be seen as a discrete analogue to applying the divergence theorem to the total velocity
on the coarse scale. This restriction operator is also used in the classical multiscale finite-volume
(MsFV) method [21] and ensures that the method is mass conservative. As is well known, the combi-
nation of the finite-volume restriction operator and the MsFV prolongation operator is unfortunately
not always stable and can lead to strongly non-monotone solutions that upset the convergence of the
multiscale solver [56]. To accelerate the convergence, Wang el al. [56] proposed to use the Galerkin
restriction operator Rg = PT with R,, wrapped at the end to get mass-conservative solutions.
The same strategy can be applied with MsRSB. However, as shown in [39, 40], the prolongation
operators in our new multiscale method do not suffer from instabilities and have approximately the
same convergence for R., and Rg, and herein we therefore only report results using R, .

4.1.1 Restricted smoothed basis functions

The standard approach for constructing multiscale prolongation operators P is to concatenate the
solution of a series of local flow problems that all are computed numerically. These flow problems
can be set up in various ways, see e.g., [14, 21, 37]. For the classical MsFV method [21], for
instance, the prolongation operator is constructed by solving flow problems defined over a dual grid
subject to reduced-dimensional boundary conditions. In the MSTPFA method [37], the prolongation
operator is constructed by multiplying elementary functions that correspond to flow solutions used in
transmissibility upscaling with a set of carefully constructed partition-of-unity functions. Recently,
we proposed an alternative approach in which the prolongation operator is constructed iteratively
[39, 40], hence eschewing the need for complicated setup of flow problems localized by different types
of boundary conditions. This approach gives high-quality basis functions that are straightforward
to construct for grids with unstructured topologies, as found in real-life reservoir models.

For compressible problems, different pressure equations have been suggested to compute the
basis functions [16, 33, 58]. The main choice is whether the compressibility should be included in
the basis functions directly, or if the basis functions are defined as the solution of a steady-state /
incompressible problem. Herein, we have chosen to use something roughly equivalent to steady-state
basis functions that can be produced directly from the Jacobians of compressible flow problems,

Ay = % (J +JT = diag((J +J7)1)). (26)

Here, 1 denotes a column vector of ones and diag is an operator that expands a vector to a diagonal
matrix of the same size. Essentially, this regularization averages the ingoing and outgoing flux over
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each interface and ensures that the sum of fluxes is equal to zero for each cell. This results in a
matrix with the same properties as if the pressure equation was elliptic. By forming the matrix
from the compressible system matrix, the multiscale solver does not need invasive knowledge of the
Jacobian assembly when implemented.

The main reason for using a steady-state formulation is that the basis functions then become
decoupled from the time-dependency in the problem, making them both reusable for multiple time
steps and ensuring partition of unity. In [50], the authors reached the same conclusion when
focussing on iterative performance for single-phase problems.

Given a suitable matrix Aj, we can construct the basis functions as follows. Let P be a sparse
matrix of size n X m, where each column corresponds to the basis function for a given coarse block.
We then set the initial basis function for a given coarse block to a constant value in the interior of
the block and zero elsewhere, i.e., define P? = R”, and then apply the iterative process,

P = P" — M(wD;,'A,P"), (27)

where Dy, is the diagonal of A, w is a relaxation factor, and M is a function that modifies the
increment so that each basis function is limited to a predetermined region of support called the
support region. Notice, in particular, that the iteration (27) does not need to converge to obtain
a good prolongation operator. The iteration is only continued until the initial discontinuities in P
have been sufficiently smoothed. Figure 1 illustrates this construction for a lognormal permeability
field on a simple Cartesian grid. Specific details of how the increments are modified and when to
terminate the iterations are given in [39, 40].

(a) logo K (b) Initial constant (c) 10 iterations (d) Converged

Figure 1: Tterative construction of a single basis function using restricted smoothing. The basis function is
initially set to be a constant value in the interior of the grid block and zero elsewhere. During the iterative
process, the basis function is never allowed to grow beyond the support region shown in red. As a result,
the iterative process produces a set of localized, smooth interpolators that form a partition of unity and
only overlap within predefined support regions. For this Cartesian grid, the support region coincides with
the four dual coarse blocks that define the corresponding basis function for the MsFV method. Moreover,
approximately 100 Jacobi iterations are required to obtain a reasonable converged basis function.

4.1.2 TIterative multiscale

The pressure computed by the multiscale method will generally only be an approximation of the
fine-scale pressure. The basis functions do not account for changes in density and mobility caused
by changes in pressure, and even for linear problems, the multiscale solution will typically have some
relative error because the prolongation operator is unable to capture all fine-scale details. To enable
a systematic reduction of the fine-scale residual towards zero in machine precision, we introduce an
iterative procedure in which the multiscale pressure approximation is iteratively corrected using a
local solver or smoother. Herein, we use ILU(0) as our smoother as suggested in [56] to account for
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both nonlinear effects and approximation errors. If the pressure increment at iteration n is ™, we
write the defect as
d'=b-—Jx". (28)

Then, if we let y™ = U1 (L~1d™) denote the result of applying the ILU(0) smoother to the defect
with initial guess zero, we can write the next update as the previous iterate with the smoothed
update added in along with a coarse correction which ensures that we still have a solution at the
coarse scale that is suitable for reconstruction

" = 2"+ P(J'R(d" — Jy")) +y". (29)

Unless explicitly specified otherwise, we will in the following use only a single smoothing step per
iteration. Moreover, to make the multiscale method work like a noninvasive black-box solver, no
adaptive updates are made to the Jacobi matrix, i.e. it is used as-is at every nonlinear iteration.

4.1.3 Multiscale strategy for nonlinear problems

Going back to our nonlinear solution method from Section 3.4, the iterative form of the multiscale
method can be applied during each nonlinear step to systematically reduce the linearized residual
below a prescribed tolerance,
[Tz |00
7]

so that only a few multiscale iterations are applied within each nonlinear iteration step. This way,
we never solve the linearized system exactly, but rather resolve the major features of the pressure
using the multiscale solver. Once the changes in pressure are sufficiently small according to (21),
we reconstruct a velocity field from the approximate pressure.

In a multiphase flow simulation, the basis functions depend on mobility and will thus be time
dependent. Basis functions could have been recomputed adaptively as e.g., in [22, 23]. However, the
MSsRSB method does not need such expensive recomputation of local basis functions to account for
transient behavior: Dynamic mobility changes are incorporated by continuing to iterate a few extra
steps on existing basis functions. This reduces the need for tolerance-based updates and means that
the cost of updating the prolongation operators is proportional to the change in fluid mobility. In
our prototype implementation we have chosen to update all basis functions for simplicity.

= Ems) (30)

4.2 Flux reconstruction for compressible problems

When using a multiscale solver to simulate multiphase flow, we typically want to compute an
approximate fine-scale flux field that can be used to evolve saturations and/or components. This
means that the flux field must be mass conservative so that it does not introduce unphysical source
terms in the transport equations. For an incompressible system, mass conservation means that
div(vr)[c] = qlc]. The multiscale solution fulfills this property on the coarse grid by construction,
but if one uses the prolongated pressure to compute a fine-scale flux from Darcy’s law, the resulting
flow field will generally not be mass conservative away from the faces of the coarse grid. To remedy
this problem, one can solve a local flow problem on each coarse block with the coarse-grid fluxes as
Neumann boundary conditions to reconstruct a pressure field that in turn can be used to compute
mass-conservative fluxes inside each coarse block [21, 34]. In the incompressible case, the pressure
equation is linear and hence it is straightforward to compute fluxes. For compressible flow, on the
other hand, greater care must be taken to define the fluxes correctly. Because the pressure equation
is generally nonlinear, the fine-scale fluxes will depend on three different sets of state variables: the
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reservoir and well pressures 7 used to evaluate fluid and rock properties, the gradient of pressure
Vp that enters Darcy’s law, and saturations o that are used to evaluate relative mobilities and
capillary pressures.

We start by observing that the multiscale solution 7, in iteration ¢ is computed based on a
linearized pressure equation that is assembled using pressures 7,1 and saturations o, see (17).
The same linearized Jacobian matrix is then used to compute the reconstructed pressure p. Let now
B be the partition vector defined so that B(i) = j if cell ¢ lies in block j. Then the reconstructed
flux ©7 on face f is given as

orlf] = vp(me—1, VD, o), if B(Cl(f)) = B(C’g(f)) (31)
vp(me1,Vpy, om), if B(Ci(f)) # B(Ca(f)).

We note that the pressure used to evaluate properties will lag one iteration behind to ensure consis-
tency for the reconstructed pressure. Moreover, we point out that the computation of the fine-scale
reconstruction represents a linear update. Previous work [33] has considered nonlinear reconstruc-
tion, where properties are based on the reconstructed pressure. A nonlinear approach could equally
well have been used for MsRSB, but we chose to implement a linearized approach as the iterative
strategy with a local smoother generally removes local errors efficiently.

5 Numerical results

The multiscale restricted-smoothed basis method has been implemented as part of a free, open-
source multiscale module in the Matlab Reservoir Simulation Toolbox (MRST) [28, 30, 31, 41].
MRST is primary a toolbox for rapid prototyping, but also contains sequential implicit and fully
implicit simulators for black-oil models that have been extensively validated and verified on standard
benchmarks and against commercial reservoir simulators. MRST will be used to provide reference
simulations on fine grids in the following.

The results of a series of preliminary numerical experiments reported in [39] indicated that
MsRSB is robust, accurate and efficient for a wide variety of cases, ranging from incompressible,
single-phase flow on 2D Cartesian grids to multiphase simulations on geomodels of real petroleum
assets. In [40], we report a more comprehensive study for incompressible that verifies that the
method is particularly versatile with respect to grid complexity and is capable of handling the types
of stratigraphic grids seen in industry today. Herein, we focus on demonstrating that the method
is also highly versatile with respect to realistic flow physics seen in standard black-oil models. In
two forthcoming papers, we will also show applications to EOR (polymer flooding) and simulation
of fractured media [19, 49].

As part of our analysis, we also consider the gain in computational efficiency by replacing a fine-
scale solver by an approximate multiscale solver. This analysis, should, however, only be considered
as a preliminary and conservative indication for the following reasons: All solvers from MRST are
implemented using automatic differentiation with operator overloading [28], and accordingly there
will be a significant overhead in evaluation of fluid properties, implicit and dynamic assembly of
Jacobians, and so on. These parts of the simulators are not written for speed, but to provide
great flexibility in changing fluid models and (nonlinear) solution strategies. The corresponding
computational cost is therefore singled out and reported as a separate category called ’other’, as
we expect that it can be significantly reduced if the simulators are reimplemented in a compiled
language and carefully optimized to eliminate redundant property evaluations and unneeded matrix
multiplications. Secondly, the linear solver used in the fine-scale simulation is an algebraic multigrid
method written in Fortran [44] and is used with default settings. The multiscale solver is written in
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Figure 2: Results for injection of a tracer into an ideal gas, reported at dimensionless times 7 =
2.5-1073,2.5-1072,1.25-10"" and 2.5- 107!, where 7 = 1 corresponds to a completely tracer-filled
Teservoir.

Matlab, with basis functions computed using a straightforward C-accelerated implementation. The
sequential transport solver uses GMRES preconditioned with ILU(0). Time steps in all simulations
are chosen automatically by the simulators according to industry-standard chopping procedures
[4]. In the simulations presented in the following, MsRSB was used as a black-box solver and no
attempt was made to tweak its settings (coarsening ratio, update of basis functions, combination of
tolerances, etc) to optimize efficiency.

5.1 Injection of a ideal gas tracer

As a first validation, we employ a conceptual test case of compressible flow that was originally
proposed in [33]. The setup considers the injection of a tracer into an ideal gas, which can be
described as a two-phase problem in which both phases have the same properties as well as linear
relative permeabilities. For an ideal gas, we will get a linear compressibility and consequently by o< p.
Gas is injected into the left end of a 1D homogeneous reservoir at a pressure of 1 MPa at x = 0.
The initial pressure is set to 0.1 MPa and kept fixed at the right end of the domain, giving a density
change of 10. As in [33], the reservoir is represented using five coarse blocks and one hundred
fine cells. Figure 2 reports the pressure and tracer concentrations at the same dimensionless times
considered in the original test case. Even if the linear tolerance is set to the relatively large value
of 0.1, the multiscale solver shows an excellent match with the fine-scale solution.

5.2 SPEI10: horizontal layers

Over the past years, use of petrophysical data sampled from Model 2 of the 10th SPE Comparative
Solution Project [11] has emerged as a de facto test case for validating multiscale methods. The
model consists of parts of a Brent sequence, whose dimensions were slightly rescaled to form a
challenging benchmark for upscaling methods. The model contains two formations: The Tarbert
formation at the top of the model represents a prograding near-shore formation, which even though
it exhibits orders of magnitude variations in the permeabilities, is relatively smooth and tends to
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be well resolved by most multiscale methods. The Upper Ness formation in the lower part of the
model is fluvial and has proved to be more challenging, in particular for finite-volume type multiscale
methods that rely on some form of pressure extrapolation for localization, see e.g., [38, 48, 56] and
references therein.

In [40], we verified that the MsRSB method can compute accurate pressure approximations
for the SPE10 model for incompressible flow. Later in the paper, we will consider simulations of
compressible flow for the full 3D model. Here, however, we start by considering a simple 2D test
case sampled from Layer 15 to demonstrate the ability of MsRSB to solve compressible problems
and assess the effects of the flux reconstruction. To this end, we set up a quarter five-spot problem
and inject one pore volume over 25 years. The displaced phase has a constant compressibility of
0.001/bar, which causes the formation-volume factor to change from 0.93 to 1.52 over the injection
period, thus making the problem highly compressible compared with conditions usually observed in
(offshore) reservoirs. To isolate and only study the effect of pressure changes, we assume that the
injected and the displaced fluids have the same viscosity and linear relative permeability curves so
that the basis functions are independent of the saturation distribution.

We consider three different multiscale solution runs with increment tolerances ¢, set to 1, 0.1
and 0.001 for the nonlinear pressure updates, see (18). The tolerance on the linear updates is set to
ems = 0.1 in (30) and ILU(0) is used as the second-stage solver. The reference solution is computed
using €, = 0.001 and a direct solver for the pressure updates. The well curves can be seen in
Figure 3. We note that the solutions with reconstructed velocity fields agree very well with the
reference regardless of the tolerance. However, using the same solvers without flux reconstruction
results in large deviations from the reference solution, as observed previously in [18]. From the
plot of the final residual after the transport solver has either converged or reached the maximum
number of iterations, we can clearly see that without reconstruction, the multiscale solver struggles
to converge to high accuracy. Plots of the saturation distribution at the end of simulation in Figure 4
show that with reconstruction, the multiscale solution is qualitatively correct even for the coarse
tolerance of €, = 1. Conversely, if reconstruction is not used, unacceptable mass-balance errors are
introduced in the form of increased saturation values ahead of the displacement front. These results
suggest that flux reconstruction is required even for problems with significant compressibility.

5.3 SPE10: water-flooding of the full 3D model

Next, we simulate the full SPE10 benchmark case as described in [11]. The model is a two-phase
oil/water model with small amounts of compressibility. Since the model contains very large perme-
ability contrasts and the pressure updates are almost global in nature because of the low compress-
ibility, the model is a challenging benchmark for a pressure solver.

Figure 5 reports well curves along with timing results and the model setup. The multiscale solver
used a fixed tolerance of 0.01 for the linear solver and 0.005 as the pressure increment tolerance,
while the fine-scale sequential solver used as reference had a tolerance of 10~ for the multigrid solver
and 0.001 for the pressure increments. Even though the multiscale solver has coarser tolerances than
the fine-scale solver, the resulting well curves are in close agreement. We note that even with more
relaxed tolerances, the multiscale solver is able to take the same time steps. The difference between
the reference and the multiscale solver is in this case much smaller than the difference reported in
[11] among various simulators using the same formulation.
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Figure 6: Petrophysical data for the Norne field model, shown with the mockup well positions used
for validating the MsRSB method.

5.4 Norne field case: water-flooding

Norne is an oil field located in the Norwegian Sea operated by Statoil. The reservoir consists of good
quality Jurassic sandstones, where oil is mainly found in the Ile and Tofte Formations and gas in
the Not Formation. Production started in 1997, with water injection as the main drive mechanism,
but with gas injected until 2005. The Norne field case [43] is an open benchmark that offers seismic
and production data of the full field up to 2006. This includes, in particular, a reservoir simulation
model of the field history in Eclipse format until December 2006. To illuminate and illustrate salient
features of our multiscale model, we will use the grid and petrophysical data from this model in
combination with mockup wells and fluid models.

The reservoir is represented as a 46 x 112 x 22 corner-point grid and consists of two disconnected
rock formations that are separated by a full layer of inactive cells. The reservoir contains several
faults and partially eroded layers. When the corner-point grid is turned into an unstructured
matching polyhedral grid, 75% of the 44420 active cells have six faces while the remaining 25%
cells have from five to twenty-one faces. Cell volumes vary a factor 420, whereas face areas vary
by more than six orders of magnitude. In the following, we will study multiscale simulation of an
initially oil filled reservoir being displaced by water. To make sure that the displacement fronts
interact with all the geological complexities that can be found in the model, we set up a completely
artificial well pattern consisting of three producers and four injectors, see Figure 6. The injectors
operate at a fixed pressure of 500 bar, while the producers operate at a constant rate which ensures
that one pore volume will be drained over a production period of 100 years. All wells are vertical
and completed in all layers and are the only means of communication between the top three layers
and the rest of the model.

The rock is slightly compressible and the oil and water phase are assumed to have constant
compressibility so that the inverse formation volume factors are on the form,

be = ba(po)ePP0)a (32)

where pg is a reference pressure and c, a non-negative compressibility factor for phase . The
injected water has a compressibility ¢, = 107° bar™!, while the oil is assumed to either be weakly
compressible with ¢, = 5-107% bar~! or strongly compressible with ¢, = 5-1072 bar~!. We simulate
the displacement process for 100 years to ensure that a steady state is reached.

In our multiscale simulations, we use the same setup as in [40], with a coarse grid that is parti-
tioned into 250 blocks by Metis [24] configured with the logarithm of the fine-scale transmissibilities
as weights in the edge-cut minimization algorithm. This way, Metis will seek to generate coarse
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Figure 7: Well responses for the synthetic Norne water-flooding scenario. Results from the sequen-
tial fine-scale solver are shown as thin solid lines, and results from the corresponding multiscale

simulation are shown as thicker dashed lines.

blocks so that they avoid crossing large permeability contrasts. The resulting fully unstructured
partition is used without modification in the MsRSB solver. Figure 7 reports well responses ob-
tained by a sequential fine-scale solver and the multiscale solver with tolerance of ¢ = 0.01 for the
nonlinear pressure equation, see (18). The match in production rates for oil and water is perfect in
the visual norm both for the slightly and the highly compressible case.

In these sequential simulations, we used a tolerance ¢; = oo for the outer iterations, see (21).
However, the multiscale solver can also be set to match a fully-implicit solution if we set €; to
correspond to the tolerance used by the nonlinear solver in the fully-implicit fine-scale simulator.
The resulting solvers will be referred to as MsRSB-Seq and MsRSB-FImp, respectively. Figure 8
confirms this behavior for the slightly compressible case: Without an outer iteration, the discrepancy
between the multiscale simulation and a fully-implicit, industry-standard simulation is dominated
by errors caused by the sequential simulation and these errors can be systematically reduced by
increasing the number of outer iterations.

Having verified that the multiscale solver can be set up to be as accurate as the formulation it
tries to mimic, the natural question is to as how efficient the solver is. Figure 9 reports a comparison
of iteration count and computational cost for the four simulations compared in Figure 8. Starting
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Figure 9: Iteration count and computational cost for the weakly compressible Norne model.

with the two fine-scale solvers, we see that the sequential formulation uses approximately one third
of the iterations required by the fully-implicit method. The reason is that whereas the sequential
fine-scale simulator only solves the pressure and transport equations once per time step and hence
has no guarantee on the size of the overall residual at the end of each time step, the fully-implicit
simulator needs more iterations to reduce this residual below the prescribed tolerance of 1076, If
we disregard evaluation of fluid properties and assembly of fine-scale Jacobians, which admittedly
is inefficient in our Matlab implementation, the sequential solver is 5-6 times faster than the fully-
implicit solver. The two fine-scale simulators use the same algebraic multigrid solver (AGMG) [44]
for linear algebra, but in the fully-implicit simulator AGMG is used in combination with a CPR
preconditioner [15]. Without outer iterations, the multiscale solver uses almost exactly the same
number of iterations as the fine-scale sequential solver but is 2—-3 times faster than AGMG. With
outer iterations, the multiscale method requires the same number of iterations as the fully-implicit
solver and has a solver cost that is almost the same as for the sequential fine-scale simulation.
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If we also include the cost of property evaluations and fine-scale assembly, we see that the compu-
tational overhead is significantly higher for the multiscale methods. Altogether, the two sequential
simulations come out with more or less the same computational cost, whereas the iterated-implicit
multiscale simulation is slower than the fully-implicit simulation. The increased computational
overhead is an artifact of our prototype implementation. To ensure flexibility when experiment-
ing with various ways of reconstructing a conservative flux field, the fine-scale fluid properties are
re-evaluated three times during reconstruction: once to extract the fine-scale Jacobians, once to
compute fine-scale fluxes, and once to set correct coarse-scale fluxes. These redundant property
evaluations should be relatively simple to eliminate if the multiscale method is reimplemented and
optimized with respect to performance rather than prototyping flexibility. Likewise, a significant
amount of the overhead seen in the fine-scale simulations can be eliminated if one implements
hand-coded Jacobians and/or optimizes the automatic differentiation library in MRST to reduce
the number of costly sparse-matrix products.

5.5 Modified SPE1: three phases with solution gas

The first SPE Comparative Solution Project was initiated by Aziz S. Odeh [45] in 1981 to provide
an independent comparison of methods and simulators for a three-layered reservoir that is initially
filled with an undersaturated oil, with gas injection into the upper layer. All pertinent data were
supplied for a black-oil model with nonlinear relative permeabilities, pressure-dependent viscosity,
and gas dissolution. Except for the layering, the original setup does not contain any heterogeneities
or structural complexity. To create a more challenging test case, we replace the original reservoir
geometry with a synthetic corner-point model that is part of an anticline structure and contains
four intersecting and partially sealing faults with modest throws. The reservoir covers an 3 x 3 km?
area, is approximately 30 meters thick and is represented on a 50 x 50 x 10 corner-point grid with
just over 20,000 active cells. The cells have a regular hexahedral shape. Approximately 8% of the
cells lie next to a fault and have more than six faces, and the faces on the faults have six orders of
variation in geometric area. The permeability is lognormal (see Figure 10) and slightly anisotropic
with the vertical component equal one half of the lateral components.

We place an injector to the far west and a producer at the far east. The injector injects gas
for five years into the undersaturated and mostly oil filled reservoir with a fixed rate corresponding
to 2% of the pore volume per day at surface conditions, which is approximately 4000 m? per day
at reservoir conditions. The producer operates at a fixed bottom-hole pressure. Owur primary
concern is to test the multiscale solver on a model with realistic flow physics, including significant
compressibility, gravity, and gas dissolution. We therefore simulate the production up to a short
period after gas breaks through in the producer. To verify our method, we compare the multiscale
simulations with a fine-scale simulation based on a sequential splitting, which is set up so that it
produces solutions that are close to those obtained by a fully-implicit method. Figure 10 shows the
pressure, gas saturation, and solution gas ratio at the final step of the sequential simulation. Notice
in particular, the increased gas solution near the faults, where the gas that moves through the upper
layer will accumulate before it is forced down and can continue to migrating in the topmost layer
on the opposite side of the fault.

For the multiscale solver, we set up a simple partition consisting of 10 x 10 x 5 fine cells per
coarse block. This gives a coarse grid with regular geometry and a relatively simple topology in
which 60% of the blocks have six neighbors, 35% have seven neighbors, 4.2% have eight neighbors,
and 0.8% have nine neighbors. Because the areal circumference of the reservoir is curved, the block
volumes vary a factor 27, compared to a factor 1.5 variation for the cell volumes in the fine grid. The
variation in face areas, on the other hand, has been reduced to a factor 500. We then run the same
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Figure 10: Simulation of the modified SPE1

simulation three times with increasingly stricter tolerances. Plots of the resulting well responses
are shown in Figure 11. Because the bottom-hole pressure is held fixed in the producer as the gas
breaks through, there is a significant spike in the production that might not have appeared in a
physical system having more realistic well controls. However, this spike serves us well to illuminate
differences in the multiscale approximations. With a tolerance of 0.1, which results in only a two—
three iterations on average per linear solve and two—three nonlinear iterations per time step, we see
a delay of approximately one month in the pressure peak. Because both the compressibility and the
dissolution model have significant pressure dependencies, the gas front is sensitive to the accuracy
of the pressure approximation. For instance, if the pressure is higher than the reference value, some
of the injected gas will remain in the oil phase, resulting in differences in mobility. By setting a
stricter tolerance of 1073, the multiscale method is able to correctly predict the pressure spike,
although the actual pressure values are still slightly off during the spike. Notice that whereas the
number of linear iterations increases, the average number of nonlinear iterations decreases because
of the improved quality of each linear solve. With a tolerance of 107% we obtain that is more or less
identical throughout the whole simulation history.

5.6 Watt field: two-phase water flooding

The Watt field case published by the Heriot-Watt University is based on a mixture of synthetic and
real data from a North Sea oil field to “describe a realistic field example seen through appraisal
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Figure 11: Well responses, iteration count, and computational cost for simulations of the modified

SPE1 case.

(e) Injector bottom hole pressure

(f) Average multiscale iterations per linearized system, av-
erage number of nonlinear iterations in the pressure sys-
tem and the time spent in the pressure solver.
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Figure 12: Porosity and well locations (producers in red, injectors in blue) for the Watt field. the
fine-scale model has 256 x 59 x 40 corner-point cells out of which 415711 are active.

Figure 13: Relative permeability curves and distribution of rock types for the Watt field.

into the early development life stage” [6]. The benchmark was formulated to study how uncertainty
in interpretation is integrated through a reservoir modeling workflow. As part of the benchmark,
a number of different model realizations were generated to represent the typical uncertainties that
you encounter in a geomodelling workflow (e.g., where to place faults, cut offs for porosities and
permeabilities, topology of the top and base of the reservoir surface, etc.). In this example, we
consider a simulation model developed from one of these realizations. The reservoir spans a 12.5x2.5
km? surface area and has a thickness of approximately 190 m, much of which is below the water
contact. The depositional environment for the field is a braided river system, with common facies
types including fluvial channel sands, overbank fine sands, and background shales, see Figures 12
and 13. The reservoir is operated with 15 horizontal production wells located across the central
parts of the reservoir and 5 horizontal and 2 vertical injectors around the edges. Altogether, this
forms a simulation model that is representative of the complexities seen in models of real assets.
Figure 14 reports well responses predicted by the multiscale solver on a coarse grid with 800
blocks and solver tolerances €, = 0.05 and ¢;; = oo. The partition is generated by Metis with the
logarithm of the fine-scale transmissibilities as weights in the edge-cut minimization algorithm and
is used without any modifications. Compared with the sequential fine-scale solver, the multiscale
solution is spot on and is, in particular, able to correctly predict the behavior when producers
and injectors change control from bottom-hole pressure to fluid rates. Figure 15 reports the total
number of iterations and the computational cost for the whole simulation. As we observed for the
Norne model above, the multiscale pressure solver requires 10-20% more Newton iterations than
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the fine-scale solver to converge to the prescribed tolerance. Because we only solve to a tolerance
of 0.05, the mass-conservative fluxes reconstructed on the fine grid will contain minor inaccuracies
that causes a minor increase in the number of nonlinear iterations in the transport solver. However,
this does not seem to adversely affect the general stability of the sequential solution procedure;
only in two out of the 145 report steps, the transport solver required more than the prescribed
limit of two sub-steps so that the pressure solver had to chop the control step in two. As explained
for the Norne case above, the 30% increase in computational overhead (category ’other’) for the
multiscale solver is an artifact resulting from the way we have implemented the multiscale method
to maximize prototyping flexibility. If we disregard this overhead and the cost of the transport
solver, the multiscale pressure solver is 8-9 times faster than the fine-scale multigrid solver.

6 Conclusion

We have presented a novel multiscale method that can be used to accelerate the simulation of
three-phase compressible flow in petroleum reservoirs. The method relies on an iterative process for
constructing prolongation operators, which ensures great flexibility with respect to flow physics and
grid formats. Indeed, the method is, to the best of our knowledge, the first method that can handle
the complexity of geological description and fluid physics seen in contemporary reservoir simulation
models in a robust manner.

Through a series of test cases, we have demonstrated that the MsRSB method can easily adapt
to changing well controls and complex fluid behavior such as strong compressibility, gravity, and gas
dissolution. The method is applicable to general polyhedral grids, both on the fine and the coarse
scale, and can in particular be set up to use automatically generated coarse partition that adapt to
specific features in the geological description; see [40] for a more thorough discussion. By setting
an appropriate tolerance on the outer iterations, the method can be set to mimic a sequential or a
fully-implicit simulator. For the sequential formulation, our numerical experiments confirm that the
computational efficiency of the method compares favorably to an algebraic multigrid solver, mainly
because accurate fine-scale fluxes can be computed regardless of whether the pressure solutions
have converged to machine precision or not. For the fully-implicit case, certain artifacts in our
prototype implementation prevent us from making a real efficiency assessment and the technology
should therefore be implemented in an industry-standard simulator before one can draw the final
conclusion. To this end, an important component will be to reap the obvious potential for concurrent
computing.

Finally, we point out that our prototype MsRSB simulators have been implemented in the
open-source software MRST and will be published in a forthcoming release.
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