


EMS Series of Lectures in Mathematics
Edited by Andrew Ranicki (University of Edinburgh, U.K.)

EMS Series of Lectures in Mathematics is a book series aimed at students, professional
mathematicians and scientists. It publishes polished notes arising from seminars or lecture series
in all fields of pure and applied mathematics, including the reissue of classic texts of continuing
interest. The individual volumes are intended to give a rapid and accessible introduction into
their particular subject, guiding the audience to topics of current research and the more
advanced and specialized literature.

Previously published in this series:

Katrin Wehrheim, Uhlenbeck Compactness

Torsten Ekedahl, One Semester of Elliptic Curves

Sergey V. Matveev, Lectures on Algebraic Topology

Joseph C. Varilly, An Introduction to Noncommutative Geometry

Reto Miiller, Differential Harnack Inequalities and the Ricci Flow

Eustasio del Barrio, Paul Deheuvels and Sara van de Geer, Lectures on Empirical Processes

Iskander A. Taimanov, Lectures on Differential Geometry

Martin J. Mohlenkamp, Maria Cristina Pereyra, Wavelets, Their Friends, and What They
Can Do for You

Stanley E. Payne and Joseph A. Thas, Finite Generalized Quadrangles

Masoud Khalkhali, Basic Noncommutative Geometry



Helge Holden
Kenneth H. Karlsen
Knut-Andreas Lie
Nils Henrik Risebro

Splitting Methods for
Partial Differential Equations
with Rough Solutions

Analysis and MATLAB programs

YL European M athematical Jociety



Authors:

Prof. Helge Holden

Department of Mathematical Sciences
Norwegian University of Science and Technology
NO-7491 TRONDHEIM

NORWAY

and

Centre of Mathematics for Applications
University of Oslo

P.0. Box 1053 Blindern

NO-0316 OSLO

NORWAY

Prof. Kenneth H. Karlsen

Prof. Nils Henrik Risebro

Centre of Mathematics for Applications
Department of Mathematics

University of Oslo

P.0. Box 1053 Blindern

NO-0316 OSLO

NORWAY

Prof. Knut-Andreas Lie

Centre for Mathematics of Applications
SINTEF

Department of Applied Mathematics
P.0.Box 124 Blindern

NO-0314 OSLO

NORWAY

Helge Holden har mottatt stgtte fra Det faglitteraere fond

2010 Mathematics Subject Classification (primary; secondary): 35165, 35K65, 65M99, 65M15, 65M12; 35167,
35D30, 47N40, 35A35

Key words: Operator splitting, nonlinear partial differential equations, evolution equations, hyperbolic con-
servation laws, degenerate convection-diffusion equations, finite difference methods, finite volume methods,
front tracking, Matlab codes

ISBN 978-3-03719-078-4

The Swiss National Library lists this publication in The Swiss Book, the Swiss national bibliography,
and the detailed bibliographic data are available on the Internet at http://www.helveticat.ch.

This work is subject to copyright. All rights are reserved, whether the whole or part of the material is
concerned, specifically the rights of translation, reprinting, re-use of illustrations, recitation, broadcasting,
reproduction on microfilms or in other ways, and storage in data banks. For any kind of use permission

of the copyright owner must be obtained.

© 2010 European Mathematical Society

Contact address:

European Mathematical Society Publishing House
Seminar for Applied Mathematics

ETH-Zentrum FLI C4

CH-8092 Ziirich

Switzerland

Phone: +41 (0)44 632 34 36
Email: info@ems-ph.org

Homepage: www.ems-ph.org

Printed on acid-free paper produced from chlorine-free pulp. TCF (unendlich)
Printed in Germany

987654321



Preface
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lems, in particular, Raimund Biirger, Giuseppe Coclite, Helge Dahle, Magne Es-
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Kippe, Siddhartha Mishra, Xavier Raynaud, and John Towers, and we use this
opportunity to thank them for the joy of collaboration.

Our research has been supported in part by the Research Council of Norway.
K.-A. Lie gratefully acknowledges support from Simula Research Laboratory for
part of his work on this project. K. H. Karlsen has also been supported by an
Outstanding Young Investigators Award from the Research Council of Norway.
Part of the book was written as part of the international research program on
Nonlinear Partial Differential Equations at the Centre for Advanced Study at
the Norwegian Academy of Science and Letters in Oslo during the academic year
2008-09.

We have established a web site, www.math.ntnu.no/operatorsplitting, where
we will post computer codes in MATLAB! for the examples as well as a list of
errata. Please let us know if you find errors.

Trondheim and Oslo, April 7, 2010

Helge Holden Kenneth H. Karlsen Knut-Andreas Lie Nils Henrik Risebro
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Introduction

Partial differential equations (PDEs) have become enormously successful as mod-
els of physical phenomena. With the rapid increase in computing power in recent
years, such models have permeated virtually every physical and engineering prob-
lem. The phenomena modeled by partial differential equations become increas-
ingly complicated, and so do the partial differential equations themselves. Often,
one wishes a model to capture different aspects of a situation, for instance both
convective transport and dispersive oscillations on a small scale. These different
aspects of the model are then reflected in a partial differential equation, which
may contain terms (operators) that are mathematically very different, making
these models hard to analyze, both theoretically and numerically.

A computational scientist is therefore often faced with new and complex equa-
tions for which an efficient solution method must be developed. If one is lucky,
the equation is of a well-known type, and it is fairly easy to find efficient methods
that are simple to implement. In most cases, however, one is not so lucky; good
methods may be hard to find, and even good methods may be hard to implement.

A strategy to deal with complicated problems is to “divide and conquer”. In
the context of equations of evolution type, a rather successful approach in this
spirit has been operator splitting.

The idea behind this type of approach is that the overall evolution operator is
formally written as a sum of evolution operators for each term (operator) in the
model. In other words, one splits the model into a set of sub-equations, where
each sub-equation is of a type for which simpler and more practical algorithms are
available. The overall numerical method is then formed by picking an appropri-
ate numerical scheme for each sub-equation and piecing the schemes together by
operator splitting.

In an abstract way one can formulate the method as follows: We want to solve
the Cauchy problem

dU
E+A(U) =0, U(0) = Uy, (1.1)

where A is some unspecified operator. Formally (but not very helpful from a
computational point of view) the solution reads!

U(t) = e AU,. (1.2)

Mnspired by the case when A(U) = AU, where A is a finite matrix, we formally write e~ tA

for the solution operator.
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Assume that we can write A = A; + As in some “natural” way, and that one can
solve the sub-problems

au

more easily with formal solutions
U;(t) = e ™y, j=1,2. (1.4)

In its simplest form, operator splitting reads as follows: Let ¢, = nAt (with At
small and positive). Approximately, we hope that

Ultpyr) e BtAze= 8T (1), (1.5)

For commuting operators we have that e t42¢~t41 = ¢~*4 and the method would
be exact. Taking it one step further, one could hope that

Ut) = AUy = (e_AtAze_AtAl)nUo, (1.6)

lim
At)0, t=nAt
(with a limit to be determined) which indeed is the celebrated Lie—Trotter—Kato
formula. A numerical method is obtained if one replaces the exact solution oper-
ators e by numerical approximations. All splitting methods are refinements of
this basic set-up.

This approach may seem a bit primitive at first glance, but in fact operator
splitting has several advantages. Since the operators in the new submodels may be
very different, they may also require very different numerical and analytical tech-
niques. Operator splitting allows one to exploit this, and the resulting numerical
method may be both simpler to implement and more efficient. By operator split-
ting, one can combine specialized numerical methods that have been developed to
solve a particular class of evolutionary problems (i.e., developed especially for one
of the elementary operators) in a fairly straightforward manner. This way, one can
choose from a toolbox of highly efficient and well-tested numerical methods for el-
ementary operators that can be combined to solve complicated problems. Indeed,
the operator-splitting framework offers great flexibility in replacing one scheme
for an elementary operator with another scheme for the same operator. Moreover,
the use of operator splitting may also reduce memory requirements, increase the
stability range, and even provide methods that are unconditionally stable. For
very high dimensional problems this may be the only feasible method. Finally, by
resorting to operator splitting, it is also easy to add increasing complexity to a
numerical model, since each new term can be an independent numerical module.

The idea of splitting sums of complicated operators into simpler operators that
are treated separately, is both easy and fundamental, and as such has appeared
under various names in different contexts. We will here indicate some of the his-
torical development, with no ambition of providing a complete survey. One of the



first rigorous results is associated with the name of Trotter [268]. The fundamen-
tal question he asked was: Given two continuous semi-groups with corresponding
generators, how can one define the semigroup corresponding to the sum of the
two generators? This corresponds to the equations (1.1)—(1.6) above. The result
in the case of finite-dimensional matrices goes back to Sophus Lie and important
extensions were provided by Kato [152]; the result is often denoted as the Lie—
Trotter—Kato formula or simply the Trotter formula. Applications by Trotter and
Kato were to quantum mechanics. Several refinements of this method exist, for
instance, the Baker—Campbell-Hausdorff formula expresses the operator A with

the property that e t42e= 41 = ¢~ tA,

In a more concrete setting (and prior to Trotter and Kato), Douglas, Peace-
man, and Rachford [90, 220] introduced a method called the alternating direction
implicit (ADI) scheme, where multi-dimensional problems were successfully re-
duced to repeated one-dimensional problems. The ADI method was soon applied
to petroleum reservoir simulation. In the late 1960s, increased computer power
made other methods viable for reservoir simulations. Starting in the late 1950s
and early 60s, there was an extensive development in the Soviet Union, using what
was coined splitting methods or the fractional steps method as a general method
to study a large variety of problems in mathematical physics and several applica-
tions. Key advances were made by Yanenko, Samarskii, Marchuk and others. It is
impossible here to survey the results obtained; rather we refer to Yanenko’s mono-
graph [278], and the comprehensive survey by Marchuk [203]. Related to these
methods is the method of locally one-dimensional (LOD) methods, where a dimen-
sional splitting in effect reduces the original problem to a series of one-dimensional
problems. For a general survey of splitting methods we refer to Hundsdorfer and
Verwer [129, Ch. IV]. For matrix-related methods we refer to [208]. Observe that
one often finds the same method denoted by different names, and the same name
used for different methods. This is due to wide applicability of the method, but it
complicates an accurate historical description of the development.

Most of the refinements depend on further knowledge of properties of the un-
derlying sub-problems. Detailed knowledge of the behavior of solutions can make
rather powerful methods. Here we will analyze operator splitting for a class of
nonlinear partial differential equations, see Section 1.2, with the property that the
solutions are rough, i.e., the solutions are functions of limited regularity and may
even contain jump discontinuities, called shocks, so that the equations have to be
interpreted in the sense of distributions.

Operator splitting may not always be the right answer. The extent to which
operator splitting will give an effective overall method depends on the coupling of
different elementary operators and the dynamics of the evolution problem. If the
elementary operators are weakly coupled—that is, if the interaction of the different
physical phenomena has a long time scale—an operator-splitting scheme will be
efficient over a wide range of sizes for the splitting steps. Furthermore, for higher-
dimensional problems it may be the only feasible method. On the other hand, if
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the operators interact significantly over a short time scale, operator splitting may
be subject to severe restrictions on the splitting step. For nonlinear operators,
interaction between elementary operators is often nonlinear, and splitting them
into separate steps may result in large and unwanted errors. To prevent or remedy
such splitting errors requires a thorough understanding of the underlying error
mechanisms.

1.1 Purpose of the book

The purpose of this book is to give an introduction to various types of operator-
splitting methods for constructing discontinuous, but physically relevant, solutions
of nonlinear mixed hyperbolic-parabolic partial differential equations. The theory
is illustrated by several examples and MATLAB code for most of the examples is
posted on the web site

www.math.ntnu.no/operatorsplitting

The class of equations is very rich, and contains, for instance, hyperbolic conserva-
tion laws, heat (diffusion) equations, porous medium equations, two-phase reser-
voir flow equations, as well as (strongly) degenerate convection-diffusion equations
with applications to sedimentation. These equations are frequently also referred
to as degenerate (or degenerate parabolic) convection-diffusion equations. A sig-
nificant part of this book is devoted to reporting the results of applying operator-
splitting methods to a variety of convection dominated problems, including prob-
lems coming from flow in porous media, shallow water waves, and gas dynamics.
Along the way we make an effort to provide enough (algorithmic) details so as
to enable the readers themselves to implement the presented methods without
too much effort. Another significant part of this book aims at introducing the
reader to the basic parts of a theoretical foundation of operator-splitting methods
for convection-dominated problems possessing solutions with limited regularity or
even discontinuous solutions. Although the theory is restricted to problems con-
sisting of scalar and weakly coupled systems of equations, it nevertheless provides
guiding principles for designing accurate and efficient operator-splitting methods
for systems of equations. A novelty of this book is that it develops a theoretical
framework for operator-splitting methods based on recent ‘hyperbolic’ techniques.
This enables us to treat the whole spectrum of equations in a unified manner,
ranging from purely hyperbolic equations possessing shock wave (discontinuous)
solutions, via degenerate parabolic equations admitting solutions with limited reg-
ularity or even shock wave solutions in the case of degeneracy on intervals, to
uniformly parabolic convection-diffusion equations possessing smooth solutions.
Furthermore, since it turns out that the hyperbolic arguments also apply to many
weakly coupled systems of partial differential equations, we will in fact develop
a convergence theory for a general class of weakly coupled systems of equations.
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Hence this theory not only covers scalar equations but also many physically inter-
esting weakly coupled systems of hyperbolic and parabolic equations. For some of
the operator-splitting methods we identify intrinsic splitting-error mechanisms as
well as present procedures for reducing the errors originating from these mecha-
nisms.

1.2 The class of PDEs discussed in the book

We will in the following develop a theoretical framework for operator-splitting
methods in the setting of systems of weakly coupled nonlinear partial differential
equations of the type

uy + Z FF(u™)e, = AA™ (W) + g™(U), (z,t) € RY x [0,T],
i (1.7)
u"'|t:0 =uf, kK=1,...,K,
with U(z,t) = (u!(z,t),...,u(z,t)). The term weakly coupled means that the
equations are coupled only through the source term ¢*(U). The diffusive term is
assumed to satisfy

dA"
du

where the essential condition is the first one, under which (1.7) is referred to as
degenerate or sometimes degenerate parabolic. A mild form of degeneracy occurs
if for some x we have %(u) = 0 for one or several values of u, in which case one
often speaks of point degeneracy. A more severe form of degeneracy occurs if for
some x we have %(u) = 0 for u in some interval. In this case one often says that
(1.7) is strongly degenerate. In other words, (1.7) is strongly degenerate if A" is
constant on intervals. In general, the system (1.7) possesses solutions with limited
regularity, i.e., weak solutions in the sense of distributions. Despite the restriction
“weakly coupled”, partial differential equations like (1.7) include several important
model equations.

When ¢g* = 0 for all x, the system (1.7) becomes a set of independent scalar

partial differential equations. In particular, the scalar conservation law

u+V-flu)=0 (1.8)

(u) >0, k=1,...,K, A%(0)=0,

is a simple special case of (1.7) for K = 1. The regularized conservation law
ug+ V- flu) =Au (1.9)

is another equation within the class analyzed here. Included is also the heat
equation
uy = Au, (1.10)
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the one-point degenerate porous medium equation
up = Au™, m>1, (1.11)

the two-point degenerate two-phase reservoir flow equation

u2

Ut + (u2+(17u)2

). = (w—uw),, (1.12)
as well as the nonlinear, possibly strongly degenerate, convection-diffusion equa-
tion

u + V- f(u) = AA(u), A >0. (1.13)

An example of a strongly degenerate convection-diffusion equation is provided by
the theory of sedimentation-consolidation processes [47]. In this theory a typical

choice of A satisfies
=0 0, ue|,
A(u) , u€ [0, uc
>0, u¢l0,uc,

where u, > 0 is a given constant, i.e., A is flat (constant) on the interval [0, u.].
On [0, u.], equation (1.13) reduces to a hyperbolic equation (1.8). Consequently,
degenerate convection-diffusion equations will in general possess all the features of
hyperbolic conservation laws, including the existence of shock wave (discontinuous)
solutions, the necessity of using weak solutions, the loss of uniqueness of weak
solutions, the need for additional selection criteria (entropy conditions) to restore
uniqueness, and so forth.

1.3 Operator splitting for initial-value problems

Let us revisit the abstract approach (1.1)—(1.6). Writing the system (1.7) as an
abstract Cauchy problem

dau

E—FA(U) =0, U(0) = Uy, (1.14)
with solution U(t) = S:Up, the operator A can often be decomposed as a sum
of elementary (simpler) operators in a natural way. As an example assume that

A= A; + Ay. Using the semigroup notation U7 = 87Uy for the solution of

dU’

I + AUy =0, UN0)=Uy, j=12, (1.15)

we approximate the solution of (1.14) by

U(nAt) ~ [SX,;SA:]" Uo. (1.16)
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An alternative splitting formula is obtained by reversing the order of the operators,
but this will in general give a different approximation.
The aim is to prove a Trotter formula like

U(t) = SUp = lim [S3,85,]" U = lim [82,5%,]" V.

To obtain a numerical solution, we replace the exact solutions operators S; by
approximations, with the goal of proving that the Trotter formula still holds.

The operator splitting in (1.16) is only first-order accurate. As an alternative,
one can use the so-called Strang splitting,

U(nAt) ~ [sgt 12525 /2} Up. (1.17)

which is formally second-order accurate for sufficiently smooth solutions. The
two operator splittings (1.16) and (1.17) are examples of so-called multiplicative
operator splittings, which will be the main focus in this book.

Multiplicative operator splitting is closely related to the ADI method. To
explain the idea behind ADI, we replace the exact evolution operators in (1.15)
by standard forward /backward Euler approximations. Writing U™ = U(nAt), the
classical ADI method reads

1 1
U2 + A (U"2) = — Ay (U™),
(U2) = —Aa (7). w1
U™+ A (UMH) = A (U™ F2).

Another class of operator splitting is the so-called additive operator splitting
(AOS). The first-order equivalent of (1.16) reads

1 n
U(nAt) ~ |:2(822At +521At)] Uo, (1.19)

whereas the second-order equivalent of the Strang splitting reads
U(nAt) ~ [3(SheSAr + SAiSAL)] " Uo. (1.20)

There are two main motivations for these operator splittings. First of all, the
result of an additive operator splitting is independent of the order in which the
operators are applied. For the multiplicative operator splitting, the operators will
generally not commute in the nonlinear case, which means that the result depends
on the order in which the operators are applied. This is the main reason why
AOS methods are gaining popularity within image processing, even though they
generally are less accurate than multiplicative splittings. The second advantage of
AOS methods is that, since the operators are applied independently, they can be
computed in parallel. AOS methods are therefore often used in combination with
parallel processing.
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1.4 Operator splitting for convection-diffusion equations

As already mentioned, we will in this book study nonlinear evolutionary PDEs of
mixed hyperbolic-parabolic type. By advocating operator splitting, the numeri-
cal solution of the abstract problem (1.14) is reduced to the numerical solution
of simplified problems of the type (1.15), for which one may utilize highly effi-
cient methods which are tailor-made for each simplified subproblem. In recent
years, we have witnessed an immense activity in developing sophisticated numeri-
cal methods for hyperbolic partial differential equations. We refer to [15, 67, 101,
104, 107, 108, 115, 159, 175, 176, 260, 262] for an introduction to modern numer-
ical methods for hyperbolic equations. It is a reasonable strategy to attempt to
utilize some of these hyperbolic solvers as building blocks in numerical methods
for convection-diffusion problems. Indeed, in this book we make use of a diver-
sity of hyperbolic solvers, including monotone schemes such as the upwind and
Godunov schemes, quasi-monotone schemes, front tracking, large-time-step Go-
dunov or Glimm methods, characteristic Galerkin methods, second-order MUSCL
schemes, and high-order nonoscillatory central schemes. It is well-known that an
accurate numerical approximation of convective and diffusive processes is a very
difficult matter. This is especially true if convection dominates diffusion, which
is the quintessential case. Accurate numerical simulations in such cases are often
complicated by excessive amounts of unphysical oscillations or numerical diffusion.
Often numerical methods based operator splitting and modern hyperbolic solvers
avoid undue amounts of oscillations and diffusion.

A typical splitting approach for convection-diffusion equations involves not only
hyperbolic equations modeling convection effects, but also (possibly degenerate)
parabolic equations imitating diffusion effects. In this book, we will rely on very
simple finite-difference schemes to approximate these parabolic equations. How-
ever, there exists a diversity of numerical methods that have been developed over
the last fifty years—including finite-difference, finite-volume, and finite-element
methods. To learn about numerical methods for elliptic and parabolic equa-
tions we invite the reader to take a closer look at one or several of the references
[40, 101, 104, 112, 129, 136, 154, 209, 230, 241, 247, 259-261, 269].

1.5 Rigorous analysis of operator-splitting methods

A key focus of this book is the analysis of what happens when the exact solution
operators S; are replaced by approximate solvers. To this end, we provide a
general theoretical framework by which it follows that if the approximate solvers for
S;, cf. (1.15), satisfy certain properties, then the corresponding operator-splitting
method will converge to the exact solution of the underlying partial differential
equation. This framework includes scalar and weakly coupled systems of nonlinear
partial differential equations containing various combinations of hyperbolic and
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parabolic effects, cf. (1.7). As a pedagogic device to convey to novice readers
the fundamental parts of this framework, we will frequently illustrate the main
methodological concepts and results on simplified problems.

Let us recall that operator-splitting methods can always be analyzed in terms of
accuracy by straightforward Taylor expansions, at least formally. For recent work
on such analysis of operator splitting from the point of view of the Lie operator
formalism, see [171]. However, in terms of rigorous analysis, this approach is not
satisfactory, since nonlinear partial differential equations in general will possess
solutions that exhibit complex behavior in small regions in space and time, i.e.,
sharp transitions or even singularities like shock waves (discontinuities). Moreover,
even if the underlying exact solution is smooth, it can be that the operator split-
ting is composed of solution operators S; that may produce nonsmooth solutions.
An example of this case is provided by viscous operator splitting of nonlinear
convection-diffusion equations, in which the nonlinear convection operator may
introduce discontinuities into an otherwise smooth solution.

The general convergence framework developed in this book, in the context
of fully discrete operator-splitting methods for weakly coupled systems of equa-
tions containing a synthesis of hyperbolic and parabolic effects, is based on the
so-called Kruzkov L!-entropy solution theory. This pioneering theory was origi-
nally developed by Kruzkov [161] for first-order quasilinear hyperbolic equations
and only recently extended by Carrillo [50] to second-order quasilinear degen-
erate parabolic equations. Our convergence theory includes and extends pre-
vious (L') convergence results for problem-specific operator-splitting methods.
For weakly coupled systems of hyperbolic conservation laws we also provide ab-
stract L'-error estimates for dimensional-splitting methods. Hence, in order to
verify convergence (or convergence rates), one only has to check whether each
method satisfies certain assumptions, whereupon convergence follows. When ap-
plied in a specific situation, these abstract error estimates avoid Kruzkov’s usual
doubling of variables. We consider a variety of semi-discrete and fully discrete
operator-splitting methods, including dimensional splitting, viscous splitting, flux
splitting, and source-term splitting, and verify that the conditions needed to
apply the abstract convergence results hold. The main advantage of the L!-
approach is that it makes it possible to have a unifying convergence theory for
hyperbolic, parabolic, and mixed hyperbolic-parabolic problems. In the parabolic
setup, where alternative approaches are possible, the L'-approach has the ad-
vantage that it yields results that are independent of the Peclet number, i.e.,
the ratio of convection forces to diffusion forces. At this point it should be
stressed that the development of a unifying theoretical framework is possible
only due to the recent forming of a mathematical theory for discontinuous so-
lutions of strongly degenerate convection-diffusion equations [20, 45, 48-50, 55—
58, 102, 147, 148, 178, 202, 205, 207, 222, 231, 232, 251, 252, 270].

The idea behind operator splitting is certainly an old one and has been com-
prehensively described, for example, in [63, 129, 203, 206, 246]. The new, and
to a certain extent original, aspect of our presentation lies in the systematic
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use of numerical schemes and mathematical theory associated with hyperbolic
equations. We use this hyperbolic approach to construct splitting methods and
a corresponding unifying convergence theory for degenerate convection-diffusion
problems. In doing so we are building on and extending our previous (unified)
analysis of operator splitting methods [119, 120], which again is based on ideas
that have evolved over several years [34-37, 43, 93, 97, 100, 114, 121, 124-126, 131—
133, 139-143, 145, 146, 182]. Consult [93] for a review of this activity. Another
unconventional facet of our presentation is the focus on splitting methods that
allow for large time-steps. The use of large time-step methods for the convec-
tion step, like front tracking, has some advantages. For example, in the setting
of a nonlinear convection-diffusion equations and an implicit diffusion solver, the
resulting operator-splitting methods become unconditionally stable in the sense
that there is no CFL condition (named for its originators Courant, Friedrichs, and
Lewy) restricting the time step. Indeed, it has always been our firm belief that
the time-step in a numerical method should be dictated by the dynamics of the
equation and not by the spatial discretization. For convection-diffusion equations,
it turns out that a practicable time-step is highly dictated by the degree of (non-
linear) interaction between convective and diffusive forces. Unfortunately, large
time-steps can lead to fronts (sharp transitions in the solution) that are too wide:
A recurrent theme in this book is that it is possible to identify and reduce this
kind of splitting errors, thereby yielding accurate large time-step methods, along
the lines of the approach initiated in [146] and further developed and analyzed in
[100, 140-143]. The approach in [146] was motivated by an idea introduced in [92]
and further expanded on in a series of papers [74-78].

Besides viscous splitting methods for convection-diffusion problems, we will
devote considerable attention to methods for hyperbolic problems based on di-
mensional splitting [71, 125, 139, 180, 182] as well as source splitting [170, 177,
223, 253, 254].

1.6 Topics not treated in the book

Before we end this introductory chapter, let us list some important topics that
are not treated in this book. First of all, there are of course many numerical
approaches that do not rely on operator splitting, cf. the lists of references given
above for hyperbolic and parabolic problems and cf. [6, 32, 44, 46, 51, 60, 96,
98, 99, 102, 111, 147, 164, 207, 216, 217] for mixed hyperbolic-parabolic prob-
lems. Regarding convection-diffusion problems, we omit the Godunov-mixed op-
erator splitting methods [81-84, 274] and the recent fast explicit operator-splitting
methods [61, 62]. Next, we do not address the numerical solution of so-called
elliptic-parabolic problems, see, e.g., [3, 5, 24, 130, 137, 138, 197, 219, 236, 237].
Moreover, we do not discuss hyperbolic and mixed hyperbolic-parabolic prob-
lems with discontinuous flux, see, for example, [149-151, 153, 266, 267]. Nor
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do we go into operator splitting for reaction-diffusion equations, as in for exam-
ple [86-88, 235, 245]. Nonlinear convection-diffusion equations can be seen as toy
models for the fundamental equations of fluid low—the Navier—Stokes equations—
and viscous operator splitting for the Navier—-Stokes equations has been analyzed
and applied in a great number of papers, see [16-18, 200, 279-287] and, for ex-
ample, [192, 193, 272] for parallel splitting methods. None of these papers will
be examined herein. For operator splitting applied to the Boltzmann equation,
which describes the statistical distribution of particles in a fluid, see, for example,
[69]. Another important class of equations that is omitted in this book is that of
the Hamilton—Jacobi and Hamilton—Jacobi-Bellman equations, see [14, 103, 131-
133, 188, 189, 210, 244, 248, 263]. operator-splitting methods for such equations
arising in the context of finance have been used and analyzed in several papers, see,
for example, [12, 13, 42, 264, 265]. Let us also mention that a convergence theory
for splitting methods in the setting of maximal monotone operators on Hilbert
spaces has been developed in [188], see also [210]. For operator splitting of the
KdV (Korteweg—de Vries) equation, which models waves on shallow water surfaces,
we refer to [121, 123, 255] and the references therein. Operator splitting from the
point of view of semigroups has been a topic of study in for example [89, 155-157].
Variants of the Schrodinger equation, which is the fundamental equation of non-
relativistic quantum mechanics, have been approximated by operator splitting in
[10, 11, 27, 273], see also [127] for the Maxwell-Dirac system.

1.7 Organization of the book

The book is organized as follows: In Chapter 2 we give the reader a taste of the
content in terms of some simple examples of elementary operator splittings. More-
over, we discuss the convergence of splitting approximations and briefly touch upon
errors common to them. The splittings will all be semi-discrete in the sense that
there will be analytical solutions available for the split-operators. In Chapter 3
we present central elements of the mathematical framework in which to analyze,
both from a mathematical and numerical point of view, second-order quasilinear
degenerate parabolic equations. This theory, which can be viewed as a general-
ization of the well-known Kruzkov theory [161] of entropy solutions for first-order
hyperbolic conservation laws, provides the foundation for the convergence theory
for operator splitting developed in the last section of the chapter. The theory is
demonstrated in Chapter 4 by applying it to one-dimensional convection-diffusion
problems. We consider a variety of semi-discrete and fully discrete splitting meth-
ods and verify that the conditions needed to apply the abstract convergence theory
hold. Moreover, we present several numerical examples to highlight the use of op-
erator splitting as a basis for developing efficient numerical schemes for convection-
diffusion equations. In particular, we discuss underlying error mechanisms, and
in some cases suggest strategies to reduce the splitting errors. In Chapter 5 we
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extend the approach originating in Chapter 3 to yield not only convergence of
operator-splitting methods, but also precise error estimates, at least in the con-
text of hyperbolic problems. We also present many numerical examples using
dimensional splitting, discuss error mechanisms, and go into how to choose the
splitting step to optimize runtime versus numerical errors. Chapter 6 is devoted
to numerical examples for systems of equations; these systems are not covered by
the rigorous analysis in the previous chapters. In particular, we discuss applica-
tions from porous media flow and for two systems of conservation laws: the Euler
equations of gas dynamics and the shallow-water equations. Finally, the purpose
of Appendix A is to provide the novice reader with a brief introduction to nu-
merical methods for hyperbolic problems, many of which will be used as building
blocks in the splitting algorithms discussed in the following chapters.

The theory is illustrated by many examples throughout the text. For many
of the examples in the book, runtimes are given. Note that the examples were
developed over a period of several years and on various computers. Thus the run-
times will be considerably lower today, however, the relative times should remain
unchanged.

The purpose of computing
is insight, not numbers.
— R. W. HAMMING

1.8 MATLAB programs

The theory described in this book is applicable in many different settings. One
of the attractions is that it is reasonably easy to develop computer codes that
can be used for the computation of (approximate) solutions which can be used
for theoretical study as well as numerical results. To make the transition from
theory to computer code easier, we offer computer codes in MATLAB (version 7.7,
R2008b) for almost all examples in the book. Note that the front tracking code is
considerable slower when programmed in MATLAB compared with codes in C or
C++. MATLAB codes are posted on the web site

www.math.ntnu.no/operatorsplitting

Feel free to use and modify them. Please let us know if you find bugs or possible
improvements which we can post on the web site. If the computer codes are used
for scientific work, we ask that you refer to the present book. We have decided to
keep the computer codes on the web rather than include them in the book. The
reasons for this are threefold: (i) It is easier to correct and update on the web than
in a printed book; (ii) The book becomes smaller and can be used independently
of the computer codes; (iii) Computer codes, and in particular their syntax and
structure, change more rapidly than mathematical theory.
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1.9 A guide to the reader

‘Begin at the beginning,’ the King said gravely,
‘and go on till you come to the end: then stop.’
— ALICE’S ADVENTURES IN WONDERLAND

Chapter 1
Cha ter 2
Chdpter 3
Chapter 4
\
Chapter 6 <« Chapter 5
Appendix A

Chapter 6 focuses on applications of operator splitting in various contexts, and
can be read independently of Chapters 3-5. The thin arrows mark a path through
Appendix A for those unfamiliar with numerical methods for conservation laws.
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1.10 Notation
For the d-dimensional ball with radius r > 0, we use the notation B, i.e.,
B, ={zeR | x| <r}.

For partial derivatives we use all the different standard notation, e.g.,

O #) = Fuy @) = 00, f (@), @ = (@, w0) € B,
J

ololf
ox™
Special differential operators are as usual given by
2
J 527 @)
V(@) = (fa, (€), - fas(2)),
F(z) =Y 0, Fi(x), F=(F,...,Fy).

(x) = D*f(x), o« multi-index.

We will frequently be working in Lebesgue spaces, and we use standard notation:
If Q C R?, we have for functions f:Q — R that

{(fg |f(x)? dx)l/p7 for p € [1,00),

Mo = e supyeq £@)] . for p= .
LPQ) = {f: Qo R [l oy < o}
Local versions of the same spaces are defined by

LP

loc

={f: Q>R | fxx € LP(Q) for all compact sets K } ,

where we use the notation yx for the characteristic function of the set K. Let
CP =CP(Q), p=1,...,00, denote the space of functions f: Q — R possessing
continuous partial derivatives of order < p. In addition

Ch=CE() ={feCP(Q) | supp f compact}. (1.21)

For vector-valued functions f: Q — RE we write CP(Q; RE) = CP(Q; R)X ete.,
for the corresponding spaces.

More generally, for Il = R? x (0, T, we will often need to consider functions
uw: Iy — R¥ as elements of various Bochner spaces; that is, we consider the
functions ¢ — u( -, t). For instance, we will employ the space

L(0,T; LYR?)) = {u: Tl — R | ess supe(o g u( -, 1), < oo}
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The space C(0,T; L'(R%)) consists of functions u: II7 — R such that the map
t + u(-,t) is continuous in the L' norm. Finally, the space C(0,T; L'(R%; RX))
consists of functions u: Il — RE with ¢ — u(-,t) € RX continuous in the norm
in L'(R%; RE).

The Lipschitz constant of a function f: Q@ — RX is by definition

[f(x) = f(y)]
Fllinin = 1l = sup ————=—., 1.22
1fllLip = 1 lLipo) i re— (1.22)
THy
The corresponding space of Lipschitz functions is given by
Lip(@) = {f: @ 5 R | |fllipa) <0}, (1.23)

with local version

Lip,,.(Q) = {f: Q>R | [/ lLip(cy < 00 for each compact set K C Q}

(1.24)

We will need the concept of total variation for a function, which is defined as

follows: Consider first the one-dimensional case. For f: [a,b] = R (a = —b = —o0
permitted) we let

TV Dy =TV-() = s S — S, (1.25)

a<zo<-<Tp<b J

where the supremum is over all finite partitions zg < x; < --- < x,. For functions
in LP spaces a refinement is needed (often called essential variation): We still
use the definition above, but restrict the points zg < 1 < --- < x, to points of
approximate continuity of f, thereby obtaining a definition that is independent of
the equivalence classes used in the proper definition of LP spaces. Functions of
bounded variation are defined as follows:

BV([a,b]) = {f € L' (Ja,b]) | T.V. (f) < oo} (1.26)

For functions of several variables we use the following definition: Let f: R? — R.
Then we define the Tonelli variation

T.V.(f) = /RT.V. (f(-59), dy+/RT.V. (f(x, ))y dz, (1.27)

where T.V. (), and T.V.(+), denote total variation with respect to the = and y
variables respectively. Extensions to n variables are straightforward.

A function f € L'(Q) is said to be of bounded total variation if its first-
order derivative in the sense of distributions can be represented by a finite Radon
measure, more precisely,

96 | o
—/Qfayjdy—/ﬂsbdﬂg, 6eCRQ),j=1,...d (128
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with |p;] (€2) < co. The set of all functions of bounded total variation is denoted
by BV(£2). We denote the total variation of f by |D f|;, and define it by

[Dflq = Sup{/gf V-ody| e C(ER), (0]l < 1} (1.29)

The local version is defined as follows: We say that a function f € Li (Q) is
in f € BV)o.(2) if for each open set V', whose closure is contained in §2, we have

|Df],, < oo. We equip BV () with the norm

1 lay = 1711 + 1D 1g (1.30)

which makes BV(2) into a Banach space [4, p. 121]. Then using Riesz’s theorem
on functionals in the space of continuous functions, we obtain that BV(Q) can
equivalently be defined as

BV =BV(Q) = {f € L'(Q) | [Ifllpyg, < oo}

Note that for a function f € L (Q2), we have that BVi..(Q) if and only if

loc
/RH TV.(f(7)),, di < o0 (1.31)

for all compact rectangles R4~! C R%! where we have for each i that x =
(1,5 2a) = (T1, 0 Tim1, B4, Tig1s - Ta)y T = (T1, 00, Tio1, Tig1, - - -, Ta) (see
[288, Thm. 5.3.5]). It is well known that the following inclusions hold:

BV(Q) ¢ L7 (Q) for d > 1 and BV(Q) C L™() for d = 1.

Furthermore,

d
BV(Q) is compactly imbedded into LP(£2) for 1 < p < 1

See, e.g., [4, 95, 288] for an extensive discussion about BV functions.
When discussing difference schemes, we shall also be needing discrete versions
of these norms. For a sequence U = {U;},.;, we define
(Cicn U7 ifp< oo
o], = § (2se o ’

sup;ez |Us| for p = oo.

This is extended in the natural way to several dimensions, if we let i € Z? denote
a multiindex ¢ = (i1, ...,4q), and let the above sum and supremum be taken over
VAS

Throughout this book, by the notation Constx we shall mean a “constant”
depending on X only.



Simple Examples of Semi-Discrete Operator
Splitting

The purpose of this short chapter is to provide a prologue to operator splitting
for some simplified cases. Through several examples we give a demonstration
of how evolutionary equations can be given a natural decomposition in terms of
simpler equations and how this decomposition can be used to solve the equation
approximately. Moreover, we discuss the convergence of the approximations and
briefly touch upon errors committed by the operator splittings. The splittings
will all be semi-discrete in the sense that we will use exact solution operators for
all the splitting steps. In many of the examples there will be analytical solutions
available for the solution operators associated with the simplified subproblems.

As we saw in Chapter 1, evolutionary equations can be described by the ab-
stract Cauchy problem

%g+mm:a U(0) = Uy, (2.1)

where A is a suitable operator. We will write A as a sum of more elementary
operators, say

A=A+ + A (2.2)

In many cases this decomposition arises naturally. Each operator A; may repre-
sent a differentiation in a spatial direction, or 4 model a composition of different
physical phenomena like convection, reaction, or diffusion. But the decomposition
may also be a result of some deeper understanding of the equation.
The idea of operator splitting is to choose a decomposition of the operator A
so that each of the sub-operators A; give equations that are simpler to solve, e.g.,
au’ ; ; .
W‘FA]‘(U]):O, UJ(O):U(), ]:1,...,6. (23)
In the following, U7 (t) = S/ Uy will denote the solution of (2.3). Once the solution
is known for all sub-operators, we can choose a small time-step and apply the
sub-operators sequentially to construct an approximate solution of (2.1). Mathe-
matically, this process can be written as

U(nAt) ~ [Sh; -+ SAd]" Uo. (2.4)

In doing so, we will generally make some error, but our hope is that this error will
decrease as we increase the number of steps in the construction. In the limit, we
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expect that the approximation will converge to the true solution

Ut)y= I S&; - SA]" Uo. 2.5
(t) At_}(l)fg_)oo[ At At] 0 (2.5)
t=nAt
In the rest of this section we will give a few examples of elementary operator
splittings.

Example 2.1. (Finite-dimensional matrices) Consider the system of ordinary
differential equations
ug+Cu=0, ul|t—g=1ug (2.6)

where C' is an m X m matrix. Assume now that C' can be decomposed as the sum
of two m x m matrices A and B. Thus the elementary equations become

v+ Av =0, vi=o = o,

(2.7)
wy + Bw =0, w|i= = wo.
The corresponding elementary solutions are given by
v(t) = S}vg = exp(— 0,
- t)m (2.8)
w(t) = SPwy = exp(— Z oy ",
=0
respectively. Introduce matrices*
Uat = exp(—At(A+ B)), Var = exp(—AtA)exp(—AtB). (2.9)
We see that .
Une = VA = Z URy(Uat = Var)VAy . ",
m=0
which implies
n—1
IURe = VAN = || > URe(Uae = Va VA, ™
m=0
n—1
< > UR(Use = Va Vi
m:f (2.10)
<D MTal™ (1Uae = Vaell [Vael™ ™™
m=0

< nmax{[[Uael, [Vael}" ™ [Uae = Vil
< nl[Uar = Vadl exp(¢([[All + [|BI)),

IThe derivation is based on [225, Theorem VIIIL.29)].
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where t = nAt. Since

At?

Uat =1 — AtC + 702 +O(At%),

we see that
A, 3
UAt—VAtZI—AtC—FTC + O(At?)

A, 5 A, 5
— (I —AtA+ — AT+ O(At ) (I — AtB + — B+ 0(At )

= -At(C — (A+ B)) + ATtQ(AB — BA) + 0(A#?))
= ATtQ[A,B] +O(At?)

where we have introduced the commutator [A, Bl = AB — BA. Thus
n n tAt 9
IUZ: = VAl = == exp(t(|All + [1BI) 1[4, Blll + O(AL),

which in particular shows that

lim  [exp(—AtA) exp(—AtB)]" = exp(—t(A + B)). (2.11)
At;oﬁri?oo

We conclude that the limit

[SZtSit]n uy = [exp(—AtA) exp(—AtB)]nuO — exp(—tC)ug = Siug
At—)O,'Z?oo
t=n

(2.12)
is indeed the exact solution of (2.6).

Example 2.2. (Multi-dimensional heat equation) Consider first the linear heat
equation in two space dimensions

ug = Au,  ult=g = ug. (2.13)

The natural decomposition of the operator is in terms of the spatial coordinates;
that is, A = A = 97 4+ 02. It is well-known that

Ut = VUgg, Ult=0 = Vo, (2.14)

Wt = Wyy, w|t:0 = Wo,
have solutions

oz, y,1) = Stog = / Gl — E)vo(€.y) de,
(2.15)

U/(l',y,t) :St2w0 = / Gt(yin)wo('ran) d777
R
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respectively, where GG is the heat kernel
Gi(z) = (4nt) "1/ 2 exp(—a? /4t). (2.16)
The heat kernel satisfies the property
[ Gila =Gty = 2 dy = Gl = 2). (217)
Thus
[SXeSAd] "uo (2.18)
= Joen Gailx = &)Gai(&n — &n-1) - Galée — &)

X Gar(Y = M) Gat(n — n—1) - Gac(nz — m)uo(&r,m) dp - - - d€rdny, - - - dip
- /R Gt = ©)Gnauly — n)uo(€,n) déd
= [ Gila =Gy~ mua(é ) dsan, ¢ = . (2.19)
Observe that in this case the limit At — 0, n — oo with t = nAt is trivial.

However, applying the product structure of the heat kernel (cf. the method of
separation of variables) we see that

Gl = )Gy =) = 7 exp(— T

47t
which is the two-dimensional heat kernel. Thus we find, as in the previous example,
that the right-hand side of (2.19) is indeed the exact solution (2.13). Physically,
the operator splitting can be interpreted as follows: first we allow heat to diffuse
in the z-direction a time At, then heat diffuses in the y-direction for a time At,
and so on.

As seen in the introduction, (1.16) is not the only possible operator splitting for
(2.13). Indeed, for this simple equation it turns out that all the operator splittings
discussed in the introduction (multiplicative, additive and ADI) are appropriate
and will produce reasonable results, at least in the limit At — 0. As we will see
in the next example, this may not always be true.

Example 2.3. (Linear transport) Consider next the linear hyperbolic equation
up + aug +buy =0,  uli=o = uo, (2.21)

where a,b are constants. The equation describes the passive advection of a con-
served quantity u in a constant velocity field (a,b) and the exact solution is given
by

u(z,y,t) = ug(x — at,y — bt).
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The natural way to split the corresponding solution operator is, of course,
in terms of spatial coordinates; in fact, this has been done in (2.21), that is,
A= (a,b) -V =ad, + bdy. The solution of each of the two sub-problems

Ut + avy = O, 'U|t=0 = o,

(2.22)
wy + bwy =0, w|i=o = wo,
is given by
v(z,y,t) = Stug = vo(x — at, y),
(z,y,1) ; 0 o Y) (2.23)
’LU(.’,E, y7t) = St Wo = wO(xay - bt)a
respectively. Thus we find that the operator splitting solution becomes
[Sits&] "ug = ug(z — naAt,y — nbAt). (2.24)

Physically, the operator splitting can be interpreted as follows: first we advect the
quantity ug linearly in the x-direction a time At, then we advect the quantity a
time At in the y-direction, and so on. Since the process is linear and the two
sub-operators commute, it should come as no surprise that we obtain the exact
solution if nAt = t.

A similar argument can be used to show that we obtain the exact solution also
for the alternative Strang formula (1.17):

[Sit/QSitSit/Q} up = up(x — nalt,y — nbAt). (2.25)

However, the additive operator splitting defined by (1.19) will not reproduce the
exact solution unless ug is separable. This follows from:

[3(S3as + Saar)] uo = % (uo(z — 2aAt, y) + ug(z,y — 2bA1)),

which is different from the exact solution ug(x — aAt,y — bAt). On the other
hand, the second-order additive splitting given by (1.20) will reproduce the correct
solution:

[3(SA:SAs + SR:SAn)] w0 = & (uo(z — alt,y — bAL) 4+ ug(x — alAt,y — bAL))
= ug(z — alt,y — bAL).

In the rest of this book, we will only consider multiplicative operator split-
tings and in the following examples we focus on the simple splitting (1.16). We
will return in Chapter 6 to the issue of choosing good operator splittings, where
we discuss various fully discrete operator splittings in which the operators S are
replaced by numerical methods.
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Example 2.4. (Linear transport and diffusion) We can easily combine the two
previous examples by analysing

Ut + QUy = Uy, Ult=o = Ug. (2.26)

In this case the evolution operator contains two different physical mechanisms:
linear advection and diffusion. It is therefore natural to use the corresponding
elementary equations

v+ avy =0, v|t—o = vo, (2.27)

Wt = Wy, w|t:0 = Wo,

as building blocks in the operator splitting algorithm. We have seen above that
the convection and the diffusion equation have solutions

u(z,t) = Stug = up(x — at),

2.28
u(z,t) = Stug = / Gi(x — &)ug(€) d€. (2.28)
Thus
[S3,:55]" 0 = [ Guas(o — antde = uo(€) dg
R
Ao Gi(z — at — §ug(§) d€ = u(x,t), (2.29)
—0,n—o0 Jp
t=nAt

which is easily seen to be the solution of (2.26), either by direct computation, or
by introducing new variables (t,z) — (s = t,y = x — at). Physically, the operator
splitting first transports matter, then it allows matter to diffuse out, and so on.

We have so far only considered linear equations, where we have been able to
show convergence of the operator splitting by fairly simple means. Once we leave
the safe realm of linear operators, the situation becomes more involved as the next
example shows.

Example 2.5. (Viscous conservation laws) Let us now consider
up + f(u)z = gz,  ult=o0 = uo- (2.30)

As in Example 2.4 we separate the convective and the diffusive parts of the op-
erator. Let S} and S8? denote the exact solution operators of the corresponding
convective and diffusive subproblems

v+ f(v) =0, V|¢=0 = o,

Wy = Wy, w\t:o = Wo-

(2.31)
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The lack of explicit expressions for the solution of scalar conservation laws generally
necessitates the use of a numerical method to approximate the S} operator. We
will return to this with a much more thorough discussion in the next section.

For now, we will use abstract arguments to obtain the desired convergence of
the semi-discrete splitting. Define

U™t = [SR,:SA U™, U° = (2.32)
From the theory of conservation laws, see Holden and Risebro [126], we know that
HStIUOHLw(R) < lvoll poo ) » T.V. (Sfvo) < T.V. (vo), (2.33)

where T.V. (u) denotes the total variation of u (see [126, App. A]). From the
explicit formula for the solution of the heat equation we immediately infer that

||St2w0HLoo(]R) < ||w0||L°°(R) . (2'34)

For the total variation we easily find
FS2un(e + ) = Stuo(@)] < ¢ [ 1Gu(e+ = un(e) - Gule — uo(€)] de
R
=+ | GO lwnla+ 1 =) —wo(e— )] ¢
<TV. (wo)/ Gi(€)de = TV (wy) . (2.35)
R

Since both elementary solutions are bounded in L*° and have bounded variation,
we conclude that the same is true for the operator splitting approximations

10| Lo ) < ||U° T.V.(U™) <T.V.(U?). (2.36)

HLw(R) g
Having obtained boundedness of the sequence of approximations, we can use a
compactness argument to prove convergence. Helly’s theorem [126, Cor. A.7]
yields the existence of a subsequence At — 0 such that U™ — u(t) with n = t/At.

While establishing the desired limit, the analysis in the previous example leaves
many questions unanswered: We have not defined what is meant by a solution of
us + f(u)y = 0, indeed it is well-known that solutions of this equation develop
singularities (loss of smoothness) in finite time. Hence one has to study weak
solutions and carefully analyze the question of uniqueness. Thus it leaves open
the question of whether the limit is the correct solution of the original equation
or not. On the more technical side, we have for each ¢ shown the existence of
a subsequence At — 0 for which we have convergence of U™ (with n = t/At).
However, one would like to have one subsequence that applies to all . A thorough
discussion of these issues is central in this book.
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Example 2.6. (Balance laws) Consider
w4+ f(u)y = h(u), uli=o = uo. (2.37)

In this balance law there are two competing evolutionary mechanisms, nonlinear

transport f(u), and reaction h(u), which give the natural decomposition of the

corresponding nonlinear evolution operator A. The solutions of
v+ f(v)e =0, v|¢=0 = o,

2.38
wy = h(w), w|i= = wo ( )

are denoted by v = S}tvg and w = S?wy, respectively. As in the previous exam-
ple, we will use a compactness argument to show convergence of the sequence of
operator splitting solutions. To do so, we must first show that the two elementary
operators S} and S8? are bounded in L and have bounded variation.

To avoid blow-up (in finite time) of the solution of the ordinary differential
equation, we assume that h is uniformly Lipschitz continuous, that is,

() = h(v)] < [|A]lL, lu = ol

Then
lw|, < |h(w)] < [RO)] + [[R]lL;, lw] < C(1 + [w])

for some constant C. Furthermore, Gronwall’s inequality [94, p. 624ff] yields
jw] < (1 + Juwo)).
Thus the family of functions U™ defined recursively by
U™t = [SXSA) U™, U =g (2.39)

satisfies
U™ | ooy < 71+ ||U0HL°°(]R))’

whenever t < T. As for the total variation, we observe that if w is the difference
between two solutions, i.e., w = u — v, then

(2.40)

lwly < [llyp [wl
which implies that

w(t)] < " |w) -
Thus, whenever t <T', we have

T.V.(U") < e“TT.V. (V).

Again, Helly’s theorem secures the existence of the limit of U™ for a subsequence
At — 0 with n = t/At. For further details, see the next section.

Explicit formulas can easily be obtained in the linear case with f(u) = au
and h(u) = cu. Also the nonlinear case with f(u) = au and h(u) = 2\/u is
solvable. In this case we find that operator splitting converges to the solution
(t + v/ uo(z — at))? if ug > 0; see Section 5.2 and Remark 5.16.
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As for the viscous conservation law, convergence analysis for the balance law
leaves many questions open. We have shown that operator splitting converges to
a limit, but does this limit satisfy the balance law (2.37), and if so, in what sense?
Obviously, the correct solution of (2.37) must be interpreted in a weak sense, since
the equation may develop singularities in finite time, similarly to the corresponding
homogeneous conservation law, u; + f(u), = 0. So, we must somehow establish
that the operator splitting limit is a weak solution, but can we generally be assured
that this is the only solution to (2.37)?

Example 2.7. (Two-dimensional hyperbolic conservation laws) Let us now con-
sider
w4 f(w)e +9(w)y =0, uli=0 = uo. (2.41)

Let S} and S? denote the exact solution operators of the corresponding one-
dimensional conservation laws in the x and y-directions,

v+ f(v)e =0, v|=0 = vo,

we + g(w)y, =0, wli=p = wo. (2.42)
Following the lead of the previous examples we define
Ut = [SR:SA U™, U = . (2.43)
As before we see that
107 ey < 107 ey 2

However, the question of total variation is considerably more difficult in two di-
mensions than in one. Nevertheless, we obtain boundedness of the total variation
also in this case, and by a more refined compactness argument we establish the
existence of the limit, which is a weak solution of (2.41). We will return to this
example later; see Section 5.1 and Remark 5.2.

The reader will probably have observed a common feature in all the above
examples. The proof of convergence is obtained by careful analysis of the simplified
operators. The main idea behind the overall convergence theory presented in
the next chapter is to identify necessary conditions for the individual operators
that secure convergence of operator splitting, without having to prove that the
approximate solution U™ converges in each case.

Whereas a rigorous convergence analysis is important to give numerical meth-
ods a sound mathematical foundation, a computational scientist is often more
interested in the qualitative and quantitative properties of a numerical method.
In Chapters 4, 5, and 6 we therefore make a more thorough study of operator split-
ting as a numerical method for nonlinear mixed hyperbolic-parabolic equations.
In particular, we will discuss how to choose the splitting step At and investigate
error mechanisms for nonlinear equations.
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The main purpose of this book is to describe various operator splittings and to
formulate a rigorous and general convergence theory for a wide class of nonlinear
partial differential equations that involve a convection operator combined with a
possibly strongly degenerate and nonlinear second-order diffusion operator. The
diffusion operator may be zero for some discrete values of the solution (‘pointwise
degenerate’), it can be zero on intervals in the solution space (‘strongly degen-
erate’), and fairly large for other values of the solution (‘uniformly parabolic’).
Consequences of partial loss of parabolicity in degenerate parabolic equations are
manifested in the exhibition of ‘hyperbolic phenomena’ like finite speed of propaga-
tion or appearance of interfaces. Strongly degenerate parabolic equations exhibit
even more novel hyperbolic features such as the appearance of shock waves, loss of
uniqueness, and the need of entropy conditions. Recall that a simple example of a
strongly degenerate equation is a hyperbolic equation. Hence, strongly degenerate
parabolic equations will in general possess discontinuous (weak) solutions. More-
over, discontinuous solutions are not uniquely determined by their initial data. In
fact, an additional condition — the entropy condition — is needed to single out
the physically relevant weak solution of the problem.

A mathematical framework in which to treat, from a mathematical and numer-
ical point of view, such nonlinear partial differential equations is provided by the
L' theory of entropy solutions of second-order quasilinear degenerate parabolic
equations. This theory can be viewed as a generalization of the well-known
Kruzkov theory of entropy solutions to first-order hyperbolic conservation laws
[161]. For a primer on the mathematical theory of hyperbolic problems, see
[41, 73, 126, 201, 221, 239, 240, 243]. However, while the first-order theory is
classical, the second-order counterpart has advanced significantly only in recent
years. The study of entropy solutions to multi-dimensional degenerate parabolic
equations was advanced significantly with the important work [50], which in turn
generated a large amount of subsequent activity [20, 45, 48-50, 55-58, 102, 147,
148, 178, 202, 205, 207, 222, 231, 232, 251, 252, 270], see also [271, 275, 276] for
some previous approaches (in the one-dimensional context).

In this chapter we develop a rigorous convergence theory for operator splitting
methods in the context of weakly coupled systems of strongly degenerate (mixed
hyperbolic-parabolic) convection-diffusion equations. To verify convergence of a
specific operator-splitting method one only has to check whether each subsolver
satisfies certain assumptions, whereupon convergence (to the physically relevant
entropy solution) follows. The convergence theory is developed within the discon-
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tinuous solution framework of entropy solutions. Central elements of this theory
are presented in Sections 3.1 to 3.3, before we present the final theory in Sec-
tion 3.4. In Chapters 4 and 5, we consider a variety of semi-discrete and fully
discrete product formulas, including dimensional splitting, viscous splitting, and
flux splitting, and verify that the conditions needed to apply the abstract conver-
gence theory developed in this chapter hold. These two chapters also contain a
thorough, qualitative and quantitative discussion of various operator splittings in
terms of a few carefully selected and representative numerical examples.

3.1 Mathematical preliminaries

We start by reminding the reader of a very general compactness result, known as
Kolmogorov’s compactness criterion, which we will be using repeatedly later on
when proving convergence of various approximate solutions (see, e.g., [113, 126]
for a proof).

In the following, by a modulus of continuity we will mean a nondecreasing
continuous function v: [0, 00) — [0, 00) such that v(0) = 0.

Lemma 3.1 (Kolmogorov’s compactness criterion). Let @ C R? be an open set.
A family of functions {un},~, C LP(Q;R) with p € [1,00), is compact in LP($;R)
if and only if:

1. there exists a constant C > 0 which depends on Q and {up},-, but is inde-
pendent of h such that

/ fun(@)[? dz < C;
Q

2. the family {un},, possesses a common spatial modulus of continuity v not
depending on h, i.e.,

/Q fun(z + ) — (@) de < voly)

for all h (here uy, is defined to vanish outside Q);
3. the family {un},, satisfies
lim lup (z)|P dz =0,
a7 Jeeq| |x|>a}
uniformly in h.
Remark 3.2. Condition 3 is clearly superfluous when €2 is bounded.

The next two lemmas are consequences of Kolmogorov’s compactness criterion,
Lemma 3.1. These results will be used in the convergence analysis.
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Lemma 3.3 (L} compactness lemma). Let {up = up(x,t)},-o be a family of

functions defined on R? x (0,T), T > 0 that satisfies:

1. there exists a constant C7 > 0 that is independent of h such that
Jun(5 Ol po@ay < Cu Nun(e )] poe ey < 1, £ € (0,T);
2. there exist two moduli of continuity v; such that
lun(- +y,8) = un(-, )l Lo gay < vallyl) +va(h), € (0,T);
3. there exist two moduli of continuity w; such that
lun(-st +7) = un( Ol poray S wi(7) +w2(h), t€(0,T—7)

whenever T € (0,T).

Then {un},~, is compact in the strong topology of L1, (R4x(0,T)). Moreover, any

loc
limit point of {up};~, belongs to LP(R¥x (0, T))NL>(R%x (0, T))NC(0, T; LP(RY)).
Proof. Consider a sequence {h; }]Oil such that h; — 0. We are going to apply the
Kolmogorov compactness criterion, Lemma 3.1, to show convergence in LP (R9*1).
Denote X = (z,y) and Y = (y,7), and

O(Y,h) = (/|uh(X+Y)—uh(X)\p dX)l/p,

p1(Y) = vi(y) +wi(7), pa(h) =va(h)+wa(h).

Fix € > 0. Then such choose § and N so that u1(|Y]) < €/2 for |Y] < ¢ and
pa(hj) < ¢e/2 for j > N. Next choose

o =sup {|Y||0(Y,h;) < e}.
J<N

For |Y| < min {5,5} we find
0(Y, h;) < e, for all j.

Now we can apply the Kolmogorov compactness criterion, Lemma 3.1, to deter-
mine the existence of a convergent subsequence in LP(R9t1). However, to ob-
tain convergence in C(0,T; L?(R%)) we need a more refined argument. For each
t € [0,7] we can find a sequence h; — 0 such that up,(-,t) converges to u(-,t) in
LP (R?). Let E C [0,7] be a countable dense subset and let K C R? be a com-

pact set. By using a diagonal argument we can find a subsequence (not relabeled)
h; — 0 such that

/ |uhj (x,t) — u(a:,t)|p de —0, h; =>0,tekFE. (3.1)
K
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Given a positive € there exists a ¢ such that wy(d) < e and wa(d) < e. Fix t € [0,T].
Then we can find an s € F such that |s —t| < d. Thus

[Jun, (o 8) = un; (3 8)|| o gy S wilt = ) + wa(hy) < 2 (3.2)
for all h; < 6. In addition,
Huhﬁ("s)_uhj("s)HLP(K) <e (3.3)
for all hy, h; < §. From the triangle inequality

Huhe('vt) _uhj(.’t)HLp(K) < ”uhe('vt) _uhz('ﬂs)HLp(K)
+ Huhl(-,s) _uha‘("s)HLP(K)

+ [Jun, (- ) —uhj(-,t)HLp(K) < 5e,

it follows that wp,(-,¢) converges to u(-,t) in LY (R?) for each t € [0,7]. The
bounded convergence theorem then shows that

sup ||un, (z,t) — u(m,t)HLp(K) —0, h; =0, (3.4)
te[0,T]

thereby proving that any limit point is in L (R x (0,T)). The fact that the limit
point is in L>(R% x (0, 7)) follows from assumption (1). Finally, taking h — 0 in
assumption (3) shows that the limit is in C(0, T; LP(R%)). O

To prove that the approximate solutions possess some L' time continuity, given
that they possess some L! space continuity, we shall need the following version of
a celebrated interpolation lemma due to Kruzkov [160] (see, e.g., Lemma 4.10 in
[126] for a proof):

Lemma 3.4 (Kruzkov interpolation lemma). Let z(x,t) be a bounded measurable
function defined in the cylinder B4+ x [0,T], # > 0. Fort € [0,T] and p < 7,
assume that u possesses a spatial modulus of continuity

sup / |z (z+y,t) — 2(z,t)| de < v, 7:(p; 2), (3.5)
ly|<pJ B,

where v, 1 does not depend on t. Suppose that for any ¢ € C§°(B,) and any
t1,t2 € [0,T] and for some integer m > 0,

< Constor (3 10°0l,ms, ) I =11,

jal<m

/ (z (z,t2) — 2z (z,t1)) P(a) dx
B

(3.6)
where « denotes a multiindex. Then for t and t + 7 € [0,T] and for all e € (0,7],

/B |z(z,t+ 1) — 2z(x,t)| de < Const, <€ +vri(e;2) + E:) . (3.7
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Remark 3.5. If we choose € = |7—‘1/(m+1)

modulus of continuity given by

, we see that z also possesses a temporal

1/(m+1) tu, 1/(m+1) ,Z)> .

wy,#(7; 2) :== Const,. 1 (|7’| 7,7(7]
If the total variation of z(-,t) on R? is uniformly bounded, then we can choose
Ve T, @8

vr.1.7(p;u) = Const,. 1 p,
and hence (3.7) can be replaced by

wy.r.#(T;u) = Const,. 1 |T|1/(m+1) .

Note that this L' Holder estimate is optimal for solutions of second-order partial
differential equations with merely BV data. Finally, it is also possible to use
Lemma 3.4 to recover the well-known L! Lipschitz continuity in time of solutions
of first-order equations with BV data.

We will also need some general results regarding nonlinear mappings between
Banach spaces. If X is a Banach space and X* its dual, a duality mapping J is a
map J: X — X* with the properties that for all z € X,

1T @)l x- = lellx, and (J(z),2) = |l

where (-, -) denotes the pairing between X* and X. If X = L1(2) where (2, du)
is some measure space, then every duality mapping can be written as an integral

(7 (), ) = /Q J(u)(@)o(x) duz),

with

) () = sign(u(x)),  if u(z) #0,
e {a(x), if u(z) = 0, (3.8)

where a is any measurable function with |a(z)| < 1 almost everywhere w.r.t. du.
A mapping A: D(A) C X — X is called accretive if for all pairs (u,.A(u)) and
(v, A(v)) in the graph of A, and for all duality mappings J we have that

(J(u—v), A(u) — A(v)) > 0.

If, in addition, I + AA is surjective, then A is called m-accretive. By [85, Theorem
13.1] it is sufficient that A is Lipschitz continuous and accretive for it to be m-
accretive.

If X is a function space LP(R?), then a translation o,u is the function u( - +y)
for y € R%.
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Theorem 3.6. Let (Q,du) be a measure space, and suppose that the (nonlinear,
and possibly multivalued) operator A: L*(2) — LY(Q) is Lipschitz continuous and
accretive. Then for any positive X and any u € L*(QY), the equation

T(u) + AA(T (u) =u

has a unique solution T (u). Furthermore, if

/ A(u)dp =0, ue L' (Q),
Q

and A commutes with translations, i.e., o, A(u) = A(oyu), then we find that the
solution operator T : L*(Q2) — LY(2) has the following properties:

/ T(u)dp = / wdp, (3.9a)
Q Q

17 () = T sy < llu =l ey (3.9b)

T.V.(T(u)g <T.V.(u)q, (3.9¢)

u<v=T(u) <T(v), (3.9d)

1T gy < ll e ey - (3.9¢)

See [53] for a proof of this theorem.

3.2 Degenerate parabolic equations

Let us now turn to degenerate parabolic equations, which we will assume to be in
the form
Ou+ V- flu) = AA(u), u(z,0) = ug(x), (3.10)

where (z,t) € Iy := R? x (0,T), T > 0 is fixed, and u = u(t,z) is the scalar
unknown function that is sought. The initial function ug(z) satisfies

ug € L*(RY) N L (RY). (3.11)
The diffusion function A(u) is a scalar function that satisfies
A(u) € Lipioc(R), A(-) nondecreasing with A(0) = 0. (3.12)
Finally, the convection flux f(u) is a vector-valued function that satisfies
fw) = (fi(u),..., fa(u)) € Lipic(R;RY),  £(0) = 0. (3.13)

When (3.26) is non-degenerate (uniformly parabolic), i.e., A’(u) is larger than
a positive constant for all u, it is well-known that (3.26) admits a unique classical
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solution [168]. This is at variance with the degenerate case in which A’(u) may
vanish for some values of u. A simple example of a degenerate equation is the
porous medium equation defined for u € [0,1] by

Opu = 92 (u™), m > 1,

which is degenerate at u = 0. In general, a manifestation of the degeneracy is in
the finite speed of propagation of disturbances: if at some fixed time the solution
u has compact support, then it will continue to have compact support for all later
times. The function u may have a singularity if it approaches the value zero, and
it becomes necessary to explore (continuous) weak solutions rather than classical
solutions. We refer to the book by Samarskii et al. [233] for a summary of the
subject of degenerate equations.

A vital condition for the uniqueness of weak solutions to (3.10) is that A(-)
is strictly increasing, that is, A is without plateaus (see discussion below). On
the other hand, if there exists at least one interval [, 5] on which A(u) is flat,
then we say that (3.10) is strongly degenerate. Going into particulars, the purely
hyperbolic equation

Ou+V-flu)=0

is an example of a strongly degenerate equation. Hence, we conclude that strongly
degenerate equations in general will possess discontinuous solutions. Accordingly
it is necessary to work with weak solutions. However, due to neglected physical
mechanisms, weak solutions are not uniquely determined by their initial data. An
additional condition is therefore needed to single out a unique weak solution. This
additional condition is known as the entropy condition, and the corresponding
weak solutions are called entropy weak solutions.

Let n: R — R be a convex C? function, and introduce the corresponding
functions ¢ = (q1,...,q4): R = R? and r: R — R defined by

¢ () =n'(f(u), rw=nA (), weR.

We call  an entropy function, ¢ and r entropy fluzes, and (n,q,r) an entropy,
entropy fluzx triple.

Definition 3.7. A function u(z,t) is an entropy weak solution of the Cauchy
problem (3.10) if the following conditions hold:

1. w e L=®Ip) N L>(0,T; L' (R%));

2. VA(u) € L*(p; RY);

3. for any entropy, entropy flux triple (7,q,r) and for all nonnegative ¢ €
Cee(R? x [0, 7)),

/ / (W) + qu) - Vo + r(uw)Ad) dt d + / ()6 (w, 0) dz > 0. (3.14)
It

Rd
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By an approximation argument (see, e.g., [126]) we can replace (3.14) by

/ /H (Iu - c| 846 + sign(u — ) (F(u) — £(c)) - Vo + |A(w) — A(c)| Ag) dbde
—|—/ lug — c| ¢(x,0)dz >0, 0<¢eCPRY%[0,T)) (3.15)
Rd

for all real constants c. We refer to u — |u — ¢| as the Kruzkov entropy function
and u — sign(u — ¢) (f(u) — f(¢)) and u — |A(u) — A(c)| as the corresponding
Kruzkov entropy flux functions, indexed by ¢ € R. When A’ =0, (3.15) coincides
with Kruzkov’s entropy condition for hyperbolic equations [161].

If we first take ¢ > |[ull oy, and subsequently ¢ < —|[[ul[yu gy, in the
entropy condition (3.15), we can deduce that u satisfies the weak formulation of
(3.10) for ¢ € C§°(R% x [0,T)),

/ /H (udho + f(u) - Vo + A(w)A) drdt + / wo(@)p(@, 0 dz = 0. (3.16)

If A(-) is strictly increasing, one can replace the entropy formulations (3.14) or
(3.15) by the weak formulation (3.16) and maintain well-posedness [50].
We have the following uniqueness theorem [148].

Theorem 3.8. Assume that (3.11), (3.12), and (3.13) hold. Let u,v be two
entropy weak solutions of the Cauchy problem (3.10) with initial data vy and uyg,
respectively. Then

lv(z,t) — v(z,t)| do < / |vo(z) — uo(z)| dz, t>0. (3.17)

In particular, there exists at most one entropy weak solution of (3.10).

Regarding existence of entropy weak solutions we refer to [122], but also to
later chapters in which existence will be a consequence of the convergence of an
operator-splitting method.

The entropy condition for degenerate parabolic equations was first proposed by
Vol'pert and Hudjaev [271], who also established the existence of an entropy solu-
tion by passing to the limit in a parabolic regularization. In the one-dimensional
case, the L' contraction property (implying uniqueness) of entropy weak solu-
tions was proved in [276], see also [275] and [21-23]. The L' contraction prop-
erty for multi-dimensional equations was obtained more than a decade later by
Carrillo [50] for the homogeneous Dirichlet boundary value problem. Using the
pioneering approach by Carrillo [50], the Cauchy problem (3.10) was treated in
[144, 148]. Unbounded entropy weak solutions were analyzed in [55]. The nonho-
mogeneous Dirichlet boundary value problem is treated in [205] and also in [207].
Some other initial-boundary value problems arising in the theory of sedimentation-
consolidation processes were studied in [45].
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Let us now attempt to motivate the notion of entropy weak solutions specified
in Definition 3.7. According to, e.g., [271], an entropy weak solution u to (3.10)
can be constructed by the vanishing viscosity method. More precisely, let u, be
the unique classical solution to the uniformly parabolic equation

Oru, + div f(u,) = AA(u,) + pAu,, p>0. (3.18)

In view of the a priori (L', L%, BV) estimates found in [271], there exists a limit
function u such that (along a subsequence)

u, — u a.e. and in C(0,T; L'(R?)) as p — 0, (3.19)

and u € L>®(Tlp) N L>(0,T; L*(R?)). Let (n,q,7) be a convex entropy, entropy
flux triple. Multiplying (3.18) by n'(u,) yields

In(up) +V - qup) — Ar(up,) — pAn(u,) = — (nZ” + mZ”) ; (3.20)

where the parabolic dissipation and the entropy dissipation measures nzu (t,x) and

mz// (t,z) are defined respectively by

" 2 " 2
ny =n"(u,)A'(u,) [Vup|” =0, mp = pn’(up) [Vu|” = 0.

Integrating (3.20) over I yields

/n n(u(T,x))dx + //HT (”Z + mZ) (z,t)dxdt < /n n(ug(z)) de.

Specifically, the choice n = u?/2 discloses that \/A’(u,)Vu, is bounded in L?(II7)
independently of p, and because of that, so is VA(u,). Consequently, the limit
u in (3.19) satisfies VA(u) € L?(Il7). Multiplying (3.20) by a nonnegative test
function ¢ € C§°(R? x [0,T)), integrating by parts over IIr, and finally sending
p — 0 in the resulting inequality, we obtain that the limit u defined in (3.19)
satisfies the entropy condition (3.14).

Remark 3.9. Regarding the first part of Definition 3.7, we should point out
that solutions constructed, as outlined above by the vanishing viscosity method or
through the convergence of operator-splitting methods (as will be detailed later),
will belong to C'(0,T; L*(R9)). As a consequence, the initial condition can be set
apart from (3.14). Concretely, this means that (3.14) can be replaced by

// w)0¢p + q(u) - Vo + r(u)A¢) dt dx > 0, (3.21)

for 0 < ¢ € C°(RY x [0,T)) and

lim lu(z,t) — ug(x)| de = 0. (3.22)

t—0 Rd
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Although we will not deal with these equations in this book, let us mention
that recently [58] the entropy solution theory was extended to cover more gen-
eral equations than (3.10), namely, quasilinear anisotropic degenerate parabolic
equations of the form

Opu + div f(z,t,u) = div (a(z,t,u)Vu), (3.23)

where we could have added a source term as well. In (3.23), f = (f1,..., fq¢) isa
vector-valued flux function and a = (a;;) is a symmetric matrix-valued diffusion
function of the form

a(x,t,u) = oz, t,u)o%(z, t,u) T >0,
o (3.24)
o%(z,t,u) e R>H 1<K <d.

More explicitly, the components of a read

K
a;j(z,t,u) = Zafk(x,t,u)agk(x,t,u), i,7=1,...,d.
k=1

Nonnegativity of the matrix a(u,t,z) is interpreted in the usual sense, meaning
that for each fixed (x,t,u) € I x R there holds

d
Z (b u)hid; >0, A= (A1,..., ) € RL

The anisotropic diffusion case in (3.23) with coefficients independent of z and t was
treated by Chen and Perthame [58], who developed a notion of kinetic/entropy
solutions containing an explicit parabolic dissipation measure and also a certain
chain-rule property (not needed when the diffusion coefficient a is a scalar func-
tion). The L' contraction property of entropy solutions was proved in [58] by
developing a kinetic formulation and using the regularization by convolution. An
alternative theory was developed in [19] based on Kruzkov’s device of doubling
variables and a notion of renormalized entropy solutions. There are also some
other recent papers dealing with the anisotropic diffusion case. In [222], the rela-
tion between dissipative solutions and entropy solutions was studied and the con-
vergence of certain relaxation approximations was established. In [57], a kinetic
framework was introduced for deriving explicit continuous dependence estimates
and convergence rates for approximate entropy solutions. In the context of semi-
group solutions for the isotropic case, continuous dependence estimates had been
derived earlier in [66]. A theory of existence, uniqueness, and continuous depen-
dence of entropy solutions for the case with (x,t)-dependent coefficients, cf. (3.23),
was developed in [56].



36 3 General Convergence Theory

3.3 Weakly coupled systems of degenerate parabolic equa-
tions

We have seen that a fairly well-developed L' theory for degenerate parabolic equa-
tions has emerged in recent years. On the other hand, to date there exists no
general theory for degenerate parabolic systems, although the general theory of
uniformly-parabolic systems is by now a mature subject [91, 158, 256], see also [243]
for some special uniformly-parabolic systems and [79, 128, 226] for some results
on parabolic systems with weaker parabolicity conditions. Strongly degenerate
parabolic systems occur in applications such as sedimentation and consolidation of
polydisperse suspensions [26]. Moreover, the theory of hyperbolic systems is rather
well developed (at least in one spatial dimension) [41, 59, 73, 126, 201, 239, 240].
Although no general theory exists for systems of degenerate parabolic equations
with strong coupling, it is rather straightforward to extend the mathematical the-
ory for scalar, strongly degenerate, parabolic equations to weakly coupled systems
of such equations [122], which we now discuss briefly. Applications include combus-
tion [198, 215], hydrology [224], biology [30], relaxation [135, 211], and resonance
phenomena [199].

We consider weakly coupled systems of nonlinear degenerate parabolic equa-
tions of the form

ug +div F*(u”) = AA®(u”) + ¢"(U), (x,t)elly, w=1,...,K. (3.25)

Here U = (ul,...,u®), F*(u®) = (FF(u®),..., Ff(u®)), and Il = R% x (0, T for
some T positive. The system (3.25) can be written more compactly as

Ui+ Y Fi(U)s, = AAU) +G(U),  (x,t) € I, (3.26)

when we introduce

Q
s
|
<
s

=

U))-

Observe that the system is coupled through the source term G(U) only. We will
here consider the Cauchy problem for (3.26); i.e., we require that

U|t:0 =Up € L®(R%RF) n L' (R4 RF). (3.27)

We assume that the nonlinear (convection and diffusion) flux functions satisfy the
general conditions

F* € Lipioe(R; RY),  F*(0) =0,

3.28
A" € Lipioc(R), A" is nondecreasing with A™(0) =0, (3.28)
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where k = 1,..., K. In addition, we assume that
G € Lipio.(R%;RY),  G(0) =0. (3.29)

Letting n: R — R denote a convex C? entropy function, we introduce the
associated entropy-flux vectors

Qi:(q},...,qu), R:(rl,...,TK),

that satisfy the compatibility conditions

dqf dFF
dq;(u):n’(u) d; (u), k=1,...,K, i=1,...,d,
dr® dA"

(u), k=1,.... K

%(U) =1n'(u) du

Definition 3.10. A vector-valued function
U € L>(I7;R™) n L' (I3 RY) N C([0, T); L' (R RY))
is called an entropy weak solution of the Cauchy problem (3.26)—(3.27) if:

1. For all convex C? entropy functions n: R — R and corresponding entropy
fluxes @Q; and R, the following entropy inequality holds for k = 1,...  K:

(U + > a5 ()e, — Ar(u®) <n'(u")g®(U) in D'(T3);  (3.30)
that is, for any nonnegative test function ¢(z,t) € C§°(I13.),
T (ntwson+ 3 a1+ (w)20) de e >
Iy ;

_ //HT T}’(u“)g”(U)qutdx—/ 0 (uf(z)) d(z, 0) dz.

Rd
2. We have that

VAR (") € L? (Tly), k=1,...,K. (3.31)

It is a standard matter to see that it is equivalent to require that (3.30) holds
for the Kruzkov entropies n = n(&, k) = |£ — k| and entropy fluxes ¢ = ¢F (&, k) =
sign(€ — k)(fF(&) — fF(k)) and r* = r(&, k) = |A"(€) — A®(k)| for all k, where
k,& € R. That is, (3.30) can be replaced by!

u® — K|+ Z [sign(u® — k) (Fy (u®) — Ff (k)]

(3.32)
— A A" (u®) — A%(k)| < sign(u” — k)g"(U) in D' (1Y)

LObserve that sign(u”® — k)(A®(u”®) — A®(k)) = |AR(u”) — A% (k).
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for all k. For the sake of our own convenience, we will switch back and forth
between (3.30) and (3.32). If we first take k > ess sup u”(z,t) and subsequently
k < ess infu”(x,t) in (3.32), then we deduce that u* satisfies the equation

uf 4 Y FF(uh)e, = AAT(u") + g"(U) i D'(T15).

Hence, an entropy weak solution U satisfies the system (3.26) in the sense of
distributions. Furthermore, in the context of conservation laws, (3.32) coincides
with Kruzkov’s celebrated entropy condition [161] in the scalar case as well as
the extension of this condition to a weakly coupled system of conservation laws
[212, 228, 229).

Finally, we have the following uniqueness theorem [122].

Theorem 3.11. Assume that (3.28), (3.29), and (3.28) hold. Let V,U be two
entropy weak solutions of the Cauchy problem (3.25)—(3.27) with initial data Vg, Up
respectively. Then for t > 0,

|V (z,t) = Ulz,t)|da < VK exp(K||G||Lip t) / [Vo(z) — Up(z)| dz. (3.33)
R4 R4

In particular, there exists at most one entropy weak solution of (3.25)—(3.27).

Regarding existence of entropy weak solutions we refer to [122], but also to
later chapters in which existence will be a consequence of the convergence of an
operator splitting method.

3.4 A general convergence theory

Having outlined a rigorous mathematical framework for studying weakly coupled
systems of strongly degenerate parabolic convection-diffusion equations, we now
come to the main novel point in this book: the development of a general conver-
gence theory, which can be seen as a continuation of the work started in [119].
Using this theory, one can then prove the convergence of a specific operator split-
ting by verifying that each subsolver satisfies certain assumptions with regard to
boundedness and entropy production.

To develop the theory, we first write the weakly coupled system (3.26)—(3.27)
of convection-diffusion equations as an abstract Cauchy problem of the form

dU

—r TAU) =0, Ulmo =Uh, (3.34)

where the nonlinear operator A is given by

AU) =Y Fi(U)s, — AAU) - G(U). (3.35)



3.4 A general convergence theory 39

Let A',..., A’ be a splitting of the differential operator A, i.e.,
A=A +...+ A (€N, (3.36)

where each A is also assumed to be a differential operator but possibly with a
source term. Corresponding to this operator splitting, we assume that there exists
a splitting of the entropy fluxes and the source term; that is, we have

QZ:Qll_i__A'_Qf’ i=1,...,d,
R:R1+"‘+R£, (337)
G=G'+ - +G",

where
Qé:(Q1l;17"',q’£K)7 l: ,"'367
Rl = (11, ... 7, I=1,....¢,
G = (g',..., g, l=1,...,¢0
For a fixed [ =1,..., ¢, let us now consider the Cauchy problem
v’ Lyl l ! 1 1 IK
W—FA(V):O, V|t:0:‘/0, 1% :(’U geeey U ) (338)

Let Vi(t) = S!V{ denote an exact or approximate entropy weak solution of (3.38).
We are interested in building approximate entropy weak solutions of (3.26)—(3.27)
using the product formula, thus

Uz, t) =~ U™, t = nAt,
where

U = [Shio oSk, v, (3.39)

Here UY is equal, or approximately equal, to Uy. The aim is to show that U™
converges to the solution U provided the exact or approximate solution operators
S! satisfy certain criteria.

To investigate the convergence properties of the product formula (3.39), we
need to work with functions that are not only defined for each t = nAt, but for
all t. To this end, we introduce functions

Ut =8k, 0---0S\U",  1=1,....4, U™ =U". (3.40)

Thus U™ = U™, Following [71], we next introduce the auxiliary function
UAtZ H% — RK,

Unt(t) = Sh—t, , nU™ " = (Upgs -, uRy), for € [tni1,tnr), (3:41)
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formneNgandl=1,...,¢ Here
l
tny=(n+ E)At’ [=0,...,7, (3.42)

and 119 = Iy U {Rd X {0}} Note that we have suppressed the dependence in
Uat on the discretization parameters associated with the operators S, ..., S} if
these are approximate (numerical) solution operators. This is justified by assuming
that these discretization parameters are related to the splitting time step At in a
manner implying that they tend to zero with At. Observe that

Une (z,nAt) = U™ = [Sh, 0+ 0 SA,]" U ().

In this book we shall always let v(h; U) denote the spatial modulus of continuity
of the function U: R — RX. More precisely, we set v(h;U) to be a continuous
function v(-;U): [0,00) — [0,00) such that

v(0;U) =0, v(p;U) > sup / |U(x 4 2) — U(zx)| dx. (3.43)
[z|<p /R4

If U € BV(RY), then v(h;U) can be chosen to be h||U||gy. Similarly, we use
w(h;U) to denote the temporal modulus of continuity of a function U: R x R —
RX i.e., we let wy(7;U) be a continuous function such that

w(0;U) =0, w(r;U) > sup / |U(z,t+¢)—Ul(z,t)| de. (3.44)
R4

le|<T

Without loss of generality we may assume that both v and w are nondecreasing.
Let us assume that the approximate solution Ua,: II% — RE satisfies the
following three estimates uniformly in At:

1. Uniform boundedness:
ess supro |Uat| < Constr (3.45)
for some positive constant Consty not depending on At.

2. There exists a spatial modulus of continuity:

sup / |Uat (z+ 2,t) — Upe(x,t)] de < vpr (p;Uat) (3.46)

[2|<p /B

for ¢ € [0,T], where v, 7: [0,00) = [0,00) does not depend on At, but it is
allowed to depend on r and T'.

3. Weak local Lipschitz continuity in time:
[ sttt = st o(o)
Br
< Constyr max (1] + 3 00| + D 02,0, 1 sl
% 1,]

(3.47)
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for s,t € [0,T] and some constant Const, 7 > 0 not depending on At¢ and
any vector-valued test function ¢ € C§°(B,; R¥).

To apply the operator splitting technique we need properties (3.45)—(3.47).
Next we formulate sufficient conditions on the simplified operators so that these
conditions imply (3.45)—(3.47). In Chapters 4 and 5 we present several splitting
methods for which it is possible to demonstrate that (3.45)—(3.47) hold.

Lemma 3.12. Let V!(t) = SIV{} denote the solution of

dv'

W+A’(vl):o, Vlieo =V, Vi=@Uh, . 0 ), 1=1,...¢0 (3.48)

Assume that each function V! = V(t) satisfies
Hvl(t)||L°C(Rd) < exp(ct) Hvl(O)HLoo(Rd) J (3.49)

/ Viz +y,t) — Vi(z,t)] do < Cexp(ct)/ [Vi(z +y,0) — Vi(z,0)| dz, (3.50)
B, B

< Const, ( D~ )t— , (351
< Consty 7 max |Z<:2| ol) |t —s|, (3.51)

’ /B (Vi@ t) = Vi(z,5)) ¢(x) da

for s and t € [0,T], ¢ € C(B;RE), and constants c and C that are independent
of At. Then the function Uat(t) defined by (3.39), (3.40), and (3.41) satisfies
the estimates (3.45)—(3.47), assuming that the initial approximation has a spatial
modulus of continuity.

Proof. By induction we see that
102 e ety < exp(eltn) [Tt (0)]l o ray < exp(eT) [Une(O)]] ez

for t € [tp—1,tn), which proves uniform boundedness, that is, inequality (3.45). To
establish a spatial modulus of continuity, let ¢ € [ty 1—1,%n,). Then

/ |Unt(z + z,t) — Upe(z,t)| dz
By

< exp(el(t —tni-1)) / ‘U"’l_l(x +z,t) — U”’l_l(:at)’ dx

r

< exp(cAt) exp(c(l — 1)At) / U Ya+ 2,t) = U a, t)| do

T

Sexp(cﬁ(n—f—l)At)/ |U0(x+z,t)—Uo(x,t)‘ dx

T

< exp(cl(n+ 1)At) v 7(p; U°), Iz < p,
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which proves (3.46). To prove (3.47) it suffices to consider s = 0 and t €
[tn,l—latn,l)- Thus

‘/B‘(Um(x,t) — Uni(2,0))¢() dx‘
< ‘/B (Unat(z,t) — U™ (2)) () dx‘

* li | /B (U™ () = U (@) () da|

n—1 £
+ X Y| [ e - v t@eta

p=0m=1

3 6w, |) (1AL + nAY).
1,7

< Const, ( .
< Consty.7 max |¢|+ZI¢I

|

Theorem 3.13 (Convergence). Suppose that the approzimate solutions {Uas} sat-
isfy the three estimates (3.45), (3.46), and (3.47). Then there exists a subsequence
of {Ua¢} which converges in Li. (HT;RK) to a limit function U € L™ (HT;RK).

loc

Proof. Fix r > 0. In view of (3.45), there exists a constant Const, r > 0 such that

T
/ / |Uat(z,t)| dt dz < Const, .
B, J0

Furthermore, according to (3.46), there exists a spatial modulus of continuity
vpr: [0,00) = [0,00), such that

T
sup / / |Uat(z + 2,t) — Uae(z, t)| dt de < vy p(p; Uar). (3.52)
B, Jo

[z|<p

For each t € [0,T] we can apply Lemma 3.1 to find a subsequence At — 0 such
that u,(-,t) converges in L} _ to a function u”(-,t). Let now {t,} C [0,7] be a
dense, countable set. By a standard diagonal argument we can find one common
subsequence Aty — 0 such that u},(-,t,) — u”(-,t,) for all n.

To prove time continuity of the splitting approximation Ua.( -, ) we will use
a different technique than in, e.g., [71, 125]. That is, we will rely on a weak
Lipschitz continuity in time of ua.(-,t), cf. (3.47), and the Kruzkov interpolation
Lemma 3.4. In view of (3.47) and (3.52), Remark 3.5 then implies that we can
find a temporal modulus of continuity wy7: [0,00) — [0, 00) such that

/ i@yt +7) — (1)) do < w(lr] s uly).

"
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To prove that {uj,, (-,t)} is a Cauchy sequence we let ¢ € [0, 7] and write

/B ‘UZtk (@,t) — Uiy, (x,t)‘ dx < /B |uRy, (2, t) do — uly, (z,ty)| da

b [ o)~ ()

s

/B’ugt%(x,tn)—uzté(x,t)‘dac. (3.53)

The middle term can be made small by assumption, while the first and the last
terms are small using the temporal modulus. Hence we have established that
there exists a subsequence Aty such that uztk( -, t) converges in LllOC to a func-
tion u”(-,t) for all t € [0,T]. Lebesgue’s dominated convergence theorem shows
convergence in Li (II7; RX). ]

Remark 3.14. The technique used to establish time continuity was first used in
[145] for a nonlinear, scalar convection-diffusion equation. Subsequent applications
of this technique can be found in [97, 119, 141, 146].

Having established necessary conditions on the suboperators to ensure conver-
gence of {Ua:}, we next look into conditions necessary to guarantee that the limit
function U is an entropy weak solution. To this end, we consider an approximate
solution V19 — RE of (3.38). Thus V! will not satisfy (3.30) (with ¢ replaced
by ¢!*, etc.) exactly, but rather (3.30) modified with additional error terms. In-
spired by [33], we assume that V' satisfies the entropy inequalities (3.30) with error
terms that are bounded linear functionals on Cy (in the distributional sense); that
is,forl=1,....0,k=1,..., Kand all 0 <t; <t; <T,

n (vlm)t + Zqén (vln)li o Arln (,Uln) < 77/ (,Ul/-c) gln (Vl)
SCORDICIHIES oI T WY

in D'([t1, t2] x R?). Recall that this notation means that for a test function ¢(z,t),
the linear functional (£'); takes as argument ¢;, the term (£,"),, acts on ¢,,,
and so on. If these linear functionals are bounded, by the Riesz—Markov theorem
(see, e.g., [185, Thm. 6.22])

(3.54)

l l l l Ik
& " < dlll ® 5112 < d,ulu 5 EIIIzj < d,LLIII'L]a & " < d,U'IV Ka

for some nonnegative Radon measures dull“, d,uné", dumé;‘, dp . Furthermore,
for almost every t € [0,T], these measures should be Radon measures on R¢. In
practice, when deciding whether (3.54) holds, we check if

/ttz/Rd< ln ¢t+2q ln ¢m1 (Uln)Aqﬁ—gl”(Vl)qﬁ) de di
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s=to

- [ 1@ ).
Rd S:tl
to
> / /d (d)t d,ulm + Z ¢xl d,UnéR + Z ¢xix‘j dﬂmi; + d) dﬂlvln>
t1 /R i N

for all nonnegative test functions ¢. Furthermore, we must check if these measures
are finite, i.e., that for (almost) all ¢ € [t1, t2],

/ d,ulln(xyt) < ellﬁ7 / d,ulu (-73 t) < e11 ,
Ha Ha (3.55)

/ d/LIIIz](fL’ t) < 611113, / dﬂlvlﬁ(l' t) < szlm.
Rd Rd

Let the approximation be described by a parameter At that typically tends
to zero (and which we have suppressed in the notation). We assume that the
Radon measures tend to zero (in a suitable manner) as At — 0. In practice we
observe that & vanish as At — 0, see Chapters 4 and 5 for details. Of course,
when S}, ..., S are exact solution operators, these error terms are absent and we
obtain so-called semi-discrete splitting methods. For each concrete application of
these methods we will have to show the existence of error terms with the properties
described above.

For any fixed test function ¢ € C§° (Ilr), n € Ny = NU{0},1=1,...,¢, and
k=1,...,K, let us define the local error function At s E"*(At; ¢) by

EME(AL; ¢) = // |¢t|dull“+2|¢zl

dlfql +Z}¢x x]‘d/iul +|¢|d,u1v )

+ % /Rd |¢( : atn,l)| d:ulln( : 7tn,l) (356)

where I, ; = R? x (tni—1,tn,) and

n=nAt, t,; = (n—&—é)At, l=0,...,0

Clearly t,, = tp 0 = th—1,¢. Let xp, be the characteristic function of the set II,, ;,
thus xn, = X1, ,, and set

XF=xm, = anz, I = RY X Uy (tni—1,tni). (3.57)

For later use we set
I, = R x (nAt, (n + 1)At).
Furthermore, let us define the global error function At — £%(At; ¢) by
N-1 ¢

"(Atig) =Ly £ (AL ) (3.58)

n=0 =1
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J4

=3[ ff (o
=1 Ty

+ K(Z |62, duuéﬁ +Z |¢I7$7 | dﬂnlé? + [¢] dﬂwm))

i %,

+Z/ |¢ nl‘d,U'I ( nl)‘|

and denote by & the vector (£,...,%). Our next result provides us with the
following important approximate entropy inequality:

Lemma 3.15. Let Ua; be defined by (3.40) and (3.41). For k = 1,..., K and
any nonnegative test function ¢ € C$°(I113.), we have

/ [ (nte Jou-+ D () + 7 () 30 de

// (3e)g Um)‘bdtd“f—/ n(uxs(z,0))p(x,0) d (3.59)

ff“(At;(b)f I - 15 - I,

where

Ir =€ZZ// 1 (uky) s dt da,
Iy _eZ// r® (uk,) Ap dt d,

=11
EZ// ' (uky) 9" (Une) ¢ dt dz,
=17
where xf is the characteristic function of Il; = J,, I, = R x U, (ngi—15tn)-

Proof. Fix k = 1,..., K, let ¢ € C§° (Il7) be a nonnegative test function, and
define a new test function ¢ on each strip II,,; by

t
<p($>t) = (b (1’7 z + tn,ll) .
ForneNpandl=1,...,¢ let us also introduce

V"’l(t) = SéU”’l*1 = (v”“7 .. ,v"lK), t>0.
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Using (3.54) we find that

// (%U(uZt)Qﬁt + Z " (ur;) bas + rls (uzt)Agb) dt dx
M, . i

At
g /Rd/ nln S‘QT""ZQ nl/-c @xl +’F ( an(T))AgO) dr dz

// uAt UAt)(bdtdx

nl

+ Z/ n(uXe(@,tn1)) @ (@, tn1) — n(uky (@, tn-1)) ¢ (m,tnvl,1)> dz

/ / gl%ﬁZ%f@“ qumjsmﬁj q&&vl”)dtdx

- 1 5 Ik (x,tn1) ¢ (z,tn,) do

//n %) 9" (Uae) ¢ dt d

n.l

1

+ Z \/]Rd (U(UZt(l"vtn,l))QS (xvtn,l) - U(UZt(Iatn,l—l))éb (I’tn,l—l)) dx

// (3 l64] dp™ +3 o

. / 6@, t)| dpnl™ (2, ).
0 Joa

d#n + Z |¢z,z7 | dﬂmé? + ‘¢| dﬂwm)
,J

The first equality follows using the change of variables
=0(t—tni-1).

Furthermore, to deduce the first inequality, we have used that V" (t) satisfies
(3.54) in the sense of distributions on R? x (0, At), with initial data

Uny |T:0 — Un7l71

taken in the strong L{ . sense. Furthermore, the error &' vanishes at 7 = 0. If we
first sum the above inequality over [ = 1,...,¢ and then sum over n =0,..., N—1,
the resulting inequality takes the form (recall (3.56) and (3.58))

Y 4
J] G one S al* (i) ém + 30 SN rl* () 0., ) d o
0 =1 i =1

%
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! N-1 ¢
‘//fo 0 (uky) " (Uar) pdtde — D >~ En5(At; ).
my =1 n=0 I=1

Using that £ =€), Enlkand rewriting the left-hand side we obtain (3.59). O

Remark 3 16. Suppose Ua; — U in L2 (I7;RE) and E(At; ¢) — 0 as At — 0.
Now since? x¥(z,t) — 1/¢ in L? (Tl1), we get

// quz (ury) Ga, dt dz — — // ®) ¢z, dt dx,
// X1 rln U’At gbm z; dtde — — // (25351351 dtdx.

Furthermore, we easily get

H/T/ xin' (uk,) ¢ (Uny)p dt dz — = // U)o dt da.

Passing to the limit in (3.59), with (3.37) in mind and recalling that w/%,(-,0) — u§
strongly in L], .(R), we obtain (3.30) and thus that U satisfies the entropy condition
(see also Corollary 3.19 below).

Our next result yields a more precise estimate of the entropy discrepancy as-
sociated with Unay:

Theorem 3.17 (Entropy Estimate). Fiz k = 1,...,K. Suppose t — u},(¢)
is locally uniformly L'-continuous, i.e., it has a uniform temporal modulus of
continuity wy  so that

/ (s 7) — e )] d < (7] ),

r

where wyp does not depend on At or t € [0,T]. Furthermore, suppose uRx, is
locally mtegmble

/ |uX;(z,t)| dov < Const, r,

B,

for some constant not depending on At ort € [0,T]. Then the entropy discrepancy
associated with u'X, is bounded as follows:

J] (s o Y ar i én, +~ (i) A6) dida (3.60)
)/ l

2We say that ¢n, — ¢ in L? if [¢ntpdx — [ ¢ptpdz for all ¢ € L2.
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_H// 0 (ui,) 9" (Uae) dt do — /Rdn(uzt(%())w(x’o) e

7€K(At;¢)7CTw?{,T(At;uZt)’ H:]-v"'vKa

for some R > 0 depending on supp,(¢) and some constant C' depending in partic-
ular on " and the derivatives of ¢ up to third order, but not on At.

Remark 3.18. If Ua; = (ul,, ..., uk,) satisfies (3.45)—(3.47), then by the Kruzkov
interpolation lemma, Lemma 3.4, Ua; satisfies the assumptions of the theorem.

Proof. We are going to use the inequality (3.59) to estimate the entropy discrep-
ancy in (3.30). We start by estimating the term If in (3.59) for fixed k = 1,..., K.
Writing

(4" (WA) 62, (t) = (" (uis) 62,) (tn)
+ [(@" (k) 62,) (1) = (¢ (WRe) b,) ()]

we can write I7 as sum of two terms. The first term integrates to zero since

S ACEHER
and thus

I = ( // (uk,) ba, dtdx—// () da, dtdx)

n,4,l
nl

( // (Uhe) 62,) (1) = (0l () 6, (tn)] dtde

n,i,l

// (uan) dr.) (£) = (6" (WR) 62.) (tn)] dm;)

=17 — Il2'

Let R > 0 be the smallest integer such that supp(¢(-,t)) C Bg for all ¢t € [0,T].
We then proceed as follows:

Zz// (WX () — @i (uiag (8))] @, (1) dt dc

n,i,l I,

[ <

Zf/ (b, (t) — du, (tn)] ¢ (u, (tn)) dt dx:

n,i,l i,
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< Zgi Hq ||L1p wRT(At uAt H(bwz

n,t,l

At
+ 30 (onl At [ | (0 (o) do
Br

n,s,l
< C1 (62, 10" sy ) Whr(AEUR) T + Co (Guts BT, 10"y, ) AT,

where we have taken into account that Q.(0) = 0 so that

[ 16 s st o< 1l [ oo t)] d < "], Constnr.
Br

Summing up, we have proved that

17| < C (¢x7 Gat, B, T, HqKHLip) (WE,T(ALL? upng) + At) T

Estimating I{%, similarly, we get the desired estimate on I

1] < C (60, 60, R, T, 10" 3 ) o (A wi,) T,

for some constant C' > 0 not depending on At. Similar estimates for I and I3
yield

151 < C ($ass busts BT, |7 13, ) i (At uk,) T,
5] <C (¢7 b6, BT [0 (s » ”gRHLip) wr,r (At ux,) T,
for constants C' > 0 not depending on At. O

The next corollary follows immediately from the above theorem:

Corollary 3.19. Suppose that Uny — U € L™ (Rd;RK) in Li . (1) as At — 0
and that EF(At;¢) = 0, k = 1,..., K, as At — 0 for all nonnegative test functions
¢ € C§° (). Assume that VA% (u®) € L2(Iy), fork =1,..., K. Then the limit

U is an entropy weak solution of the Cauchy problem (3.26)—(3.27).

Remark 3.20. If we use exact solution operators, the error £ is identically zero
and hence the semi-discrete product of the solution operators converges to the
unique entropy solution.

Remark 3.21. Corollary 3.19 also holds for systems of equations that possess
smooth entropies and entropy-fluxes. Furthermore, independently of existence of
entropies and entropy-fluxes, the proof can easily be modified to show that the
limit is at least a weak solution. In other words, the above reasoning can be used
to prove Lax—Wendroff type theorems. See, e.g., [121] for an example of this. For
hyperbolic problems, the entropy consistency of operator-splitting methods has
also been a topic of study in [52].
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Remark 3.22. Precise entropy estimates for specific operator-splitting methods
applied to specific convection-diffusion equations have been obtained earlier in
[97, 119, 146]. As we will see later, the generality of Theorem 3.17 allows us to
derive the entropy estimates obtained in these works, as well as new ones relevant
to this book.



4

Convergence Results for Convection-Diffusion
Problems

In this chapter we demonstrate how the theory developed in Chapter 3 works in
practice by applying it to the one-dimensional convection-diffusion problem

ur + f(u)y = Au)zz,  ult=o = uo, (4.1)

where A" > 0, A(0) = 0. This is a very general equation that may have nonlinear-
ities in both the convective and the diffusive terms. Moreover, since A’(u) is not
bounded away from zero, the parabolic equation may contain hyperbolic regions;
the conservation law u; + f(u), = 0, for instance, is a special case of (4.1). The
interplay between the nonlinearities gives rise to a rich set of intricate phenom-
ena, to which we will return later when we discuss the mathematical theory. For
simplicity, we will in all the following examples assume simple outflow boundary
conditions, unless stated otherwise.

It is difficult to design a single robust scheme that can handle all possible
balances of the convective and diffusive effects in (4.1). For instance, if the equation
is dominated by convection, nonlinearities in the flux function may lead to solutions
with very steep gradients or even discontinuous solutions if the equation contains
hyperbolic regions. As a result, it is natural to try to utilize efficient methods
developed for hyperbolic conservation laws. A straightforward way to do this is
through operator splitting.

To prove that approximate solutions generated by a certain operator splitting
converge to the correct solution of (4.1), we must go through the following steps:
First, the three basic estimates (3.45), (3.46), and (3.47) are established, which
imply convergence to a limit function by the use of Theorem 3.13. Then we demon-
strate that the entropy condition (3.30) holds in the limit by proving that the term
—E&(At; ¢) in the entropy discrepancy (3.60) tends to zero with the discretization
parameters. Finally, we verify that the L? estimate (3.31) is satisfied in the limit.

In the last section of the chapter we discuss the practical applicability of such
a splitting in terms of several examples. Apart from backing up the theoretical
analysis by two examples, we will elaborate on the error mechanisms associated
with viscous splitting. In particular we show certain deficiencies arising due to
local entropy loss introduced in the hyperbolic steps and demonstrate how these
shortcomings can be amended to give highly efficient numerical schemes capable
of handling different balances of nonlinear convective and diffusive terms.
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4.1 A semi-discrete splitting method

In Examples 2.4 and 2.5 in Chapter 2 we computed approximate solutions to two
convection-diffusion equations of the form (4.1) by splitting them into a convective
and a diffusive part. That is, let S;vg denote the solution operator associated with
the conservation law v; + f(v), = 0 with initial data v|¢(—g = wvg. Similarly,
we denote by w = Hzwg the weak solution of the nonlinear heat equation w; =
A(w) gz, assuming that A satisfies (3.12). Then the simplest viscous splitting reads

u(x,t) ~ ['Hm SAt]nuo, t = nAt. (4.2)

This splitting is often referred to as the Godunov splitting and is formally only first
order. As an alternative to (4.2), we showed that we can use a Strang splitting,

u(z,t) ~ [Hm/z Sat HAt/Q}nUO, t = nAt, (4.3)

which has formal order 2. Conceptually, it does not matter in which order the
two operators are applied in the two splittings — in actual computations it does.
The hyperbolic operator S; tends to create discontinuities and should therefore be
applied before the parabolic operator H;.

To prove convergence of the semi-discrete splittings by the use of Theorem 3.13,
we start by observing that the two suboperators S; and H; satisfy the three as-
sumptions (3.49)—(3.51) in Lemma 3.12. Indeed, assuming vy to be bounded,
integrable, and of finite total variation, we have that S; satisfies the following four
estimates (see, e.g., [126, 201])

HStU0||L°°(R) < ”UOHLN(]R)a
[Stvo( - +y) = Sevoll gy < [yl T-V. (vo)

(4.4)
T.V. (S;v0) < T.V. (vg),
[[Srvo — SSUOHLI(R) < |t = s T.V. (vo) ”f”Lip‘
Similar estimates can be proved for H; (see, e.g., [50, 271])
”HtwOHLOO(]R) < ||w0||L°°(R)7
[Hewo(- +y) = Hiwoll L1 gy < |yI T-V. (wo), 45)

T.V. ('Htwo) S T.V. (U)o) 5
[0 — Hawoll sy < OVt =],

whenever the initial data wg is bounded, integrable and of finite total variation.
Furthermore, we have (see, e.g., [50, 271])

/:/R(A(w(x,r))m)dedr/RB(w(o:,t))do:/B(w(x,s))d:r (4.6)

R
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where we have introduced the function
B(w) = / A(v) dv, (4.7
0

which is nondecreasing since A’(v) is nonnegative and A(0) = 0.
We can now state the main result of this section in terms of the following
theorem:

Theorem 4.1. Suppose ug € L*(R) N L®(R) N BV and f, A € Lipioc(R) with
A" >0, A(0) = 0. Then the semi-discrete viscous splitting methods (4.2) and
(4.3) converge to an entropy weak solution of (4.1).

Proof. Estimates (4.4) and (4.5) show that the operators S; and H; satisfy the
conditions of Lemma 3.12. Thus Theorem 3.13 implies that ua; converges in
L%OC(HT) to some function u in L°°. For exact solution operators, S; and H;, the
error term £ is absent. If we now can prove that A(u), € L*(Il7) (i.e., (3.31)), it
will follow from Corollary 3.19 that w is the entropy solution. To verify that (3.31)
is satisfied, we define a new time interpolant ua; by

tat(z,t) = [Hi—t, 0 Sadu”, t € [tn,tnt1).

This function is close to ua; in the sense that for ¢ € [t,,t,,1) (recall that ¢, =
(n+ $)At) we have

uae(®) — dae(®)llz) = / |Sa(t—t,yu"™ — Hi—r, Sagu™| da
< / |Sa(t—t,)u™ — Sagu”| da
+ / My, Sacu” — Sapu”| de
< llip TV (u) At + O(VAL).

Similarly, for ¢ € [t,,1,tn+1) we find

luac(t) = @ae(®)ll 1 @) /‘Hz ity U™ = Mg, u™t| dz < O(VAL),

n,l

where u™* = Sazu™. Thus
luac(t) — @ae()ll @) = O(VAL),  [luar — Gatllpr i,y = O(VAL).

Furthermore, using that ua; and ua; are bounded, we see that

luae — ﬂAtHLz(HT) = O(VAL).
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Next we want to prove that A(iiat), € L?(Il7). From (4.6) we find

—//HT (A(fiae),) dtdx = Z/ /ft+ (A(iar).)” dt de
= Z/ u" ) — B(u™?)) da
_ Z/ u"t) — B(u™)) + (B(u") — B(u™"))] dx

/R(B(uN) ~B(®))de — Z/R(B(u"’l) ~ B(u")) da

=: Il + .[2.

Since @a; satisfies (3.45), we have that

L] < ( sup A(u)) /(|u(z,T)\ + Ju(@,0)]) do < C < oo,

Ju| <M
(4.8)
\IQ|§(supA /\SAtu —u\daz<C’ZAt<C’ T < o0,
Ju|<M
where we for the moment have set M = ||ia¢||,,. Thus A(tat), € L*(IIr) uni-

formly in the discretization parameter At. From this, together with the already
known fact that ua; — w a.e. in Il7, we conclude that

Atiag)e — A(u), in L*(TI7) as At — 0.

Hence the limit function u satisfies A(u), € L?(Ilr), which proves that u is an
entropy weak solution. a

Convergence of the semi-discrete viscous splitting method was established in
[145, 146] for the non-degenerate case where A’(u) > 0 and in [97] for the strongly
degenerate case where A’(u) may be zero on intervals in solution space.

Although not necessary for proving that w is an entropy weak solution, it is
possible to obtain refined estimates and compactness properties of A(@a;), which
will be the topic of the remaining part of this subsection. We start by investigating
the spatial modulus of continuity in L? of A(@ia). To this end, we calculate that

//H (A(ﬁAt($ + y,t)) - A(ﬂAt(x,t)))Q dx dt

_ //HT </mHyA(aAt(z,t))zszdzdt

<yl / / Atiai(z,1)) )" dz d dt
IIr
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=y / / Alag(z1)),)" dedt dz
HT z

= [y[* //HT (A(aas(z,t), )" dedt,

which implies the spatial modulus

[A(@ai(- +9)) = Al@ad)ll L2y < 9l TA(@aD 2l 211,y - (4.9)

To determine the temporal modulus of continuity we recall that A is nondecreasing,
so that (A(u) — A(v))(u —v) > 0. Thus

Alta(z,t + 7)) — A(uar(z, b)) ’ dz dt
/1,.( )

< HAHLip// [A(ﬂm(x,t + 7')) — A(ﬂAt(x,t))] [ﬂm(x, t+71)— ’&At(l',t)]dx dt

t+1
< Al // (a(z,t+7)) — A(ﬂAt(x,t))}/ Optin(x, s) dsdx dt
t

t+7

= [|Allp;p // (da(z, t+ 7)) — A(ar(z,1))] /t A(fLAt(x,s))m dsdx dt

HAHLIP// (dae(z, t+7)) — Atac(z,1))] / Altny(x,s+1)),  dsdrdt

0

= — || All, // / (dac(z,t+71)), Alda(z, s +1)),

~ A1), Asi(e,s +1)),) dsdedt

< HAHLip/O (|‘A(ﬂﬁt(' +T))IHL2(HT) [ A (e (- +S)>1HL2(HT)

+ HA<ﬁAt)zHL2(HT) ’|A(aﬁt<' + S))sz(HT)) ds
< 207 | All sy 1A 72 (11, -

Thus

[A(aa(- + 7)) = Alwad) 2y < 2\/HHA('&At)GEHL2(HT) :
Applying the Kolmogorov compactness criterion, Lemma 3.1, to the sequence
{A(@at)} (indexed by the discretization parameter At) in L?(Ily) we conclude
that there exists a subsequence such that A(iia¢) — A in L2(Il7) as At — 0. The
estimate

HA(U’) - AHLZ(HT) < ||A||Lip ||u - ’ELAt”LQ(HT) + HA(’&’At) - AHLz(HT

shows that A(u) € L?(II7). Finally,

lim // (Ging) o da dt = // u)p, drdt, ¢ € C5°(R?),
At—0 e
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shows that indeed A(u), € L?(Il7). Hence, (3.31) is satisfied and the approximate
solution generated by (4.2) converges to an entropy weak solution of (4.1).

This viscous splitting approach can easily be extended to multi-dimensional
equations as described in, e.g., [119, 120, 145]. Namely, consider the equation

up + Z filu)z, = AA(u), u|t—0 = ug. (4.10)

Let u = Dlug denote the solution of the one-dimensional problems
ur + fi(w)e, = AU gz, Ulpmo = ug, l=1,...,d.

Then using dimensional splitting as introduced in Examples 2.2, 2.3, and 2.7, gives
rise to the splitting scheme

n+1l _ d 1 n 0 __
u _(DAto"'ODAt)uv u- = up,

where each one-dimensional operator D! can be approximated using the viscous
splitting (4.2). Alternatively, let u = Slug denote the solution of

us + fi(u)z, =0, Ulpmo =ug, 1=1,...,d,
and let u = H;ug denote the solution of
up = AA(u), ult=0 = ug.
Another possible splitting method then reads
ut = (Har 0S8, 008k, )", u® = ug.

Here H; can either be constructed directly or by using dimensional splitting as in
Example 2.2.

Convergence of these semi-discrete splitting methods for (4.10), can be proved
along the lines that we used for the one-dimensional algorithms. A similar analysis
can be performed for the fully discrete splittings introduced in the next section.
Dimensional splitting for hyperbolic problems is discussed and analyzed in detail
in Chapter 5.

4.2 A fully discrete splitting method

To obtain a numerical method, we must approximate each of the two suboperators
S; and H; by appropriate numerical schemes. A very efficient splitting method
is obtained by combining an unconditionally stable front-tracking method, which
will be introduced below and discussed in more detail in Appendix A.7, for the
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hyperbolic step with a standard implicit finite-difference method for the (strongly
degenerate) parabolic operator. The corresponding numerical method will be very
time efficient for all problems having an inherent dynamics that allows the use
of large time-steps. The front-tracking method gives accurate representation and
sharp resolution of possible discontinuities in the hyperbolic step, and thus provides
a good initial guess for the implicit method, which will therefore converge much
faster in case of nonlinear diffusion. Fully discrete viscous splitting methods based
on front tracking have been successfully used in a number of works, see [43, 93,
97, 100, 119, 120, 140-143, 145, 146].

Operator splitting for convection-diffusion equations involves parabolic equa-
tions, which often are (strongly) degenerate. In this book we will rely only on very
simple finite-difference schemes to approximate degenerate parabolic equations
[96, 98, 99, 147]. Numerical methods for uniformly elliptic/parabolic equations is
a traditional field and numerous textbooks exist [40, 101, 104, 112, 129, 136, 154,
209, 230, 241, 247, 259-261, 269]. Besides finite-difference schemes, other classes of
numerical methods have been developed recently for strongly degenerate parabolic
equations, cf. for example [6, 32, 51, 60, 102, 111, 164, 207, 216, 217].

When considering fully discrete methods, we shall view the approximations
either as piecewise constant functions, or as members of /P spaces. By a grid
{iAzx}, i € Z, we mean grid cells that are intervals I; = ((1 —1/2)Ax, (i+1/2)Ax].
We also have the time intervals, I = [t,, t,4+1) with ¢, = nAt for n =0,1,2,....
A sequence {U;},., € (P can be identified with the piecewise constant function

Ulz) = Z Uixr, ().

We use a uniform grid defined by the grid size Az > 0, and let 7 be the usual
first-order projection (grid block averaging) operator defined on this grid, i.e.,
7 LY(R) — £, given by

1

N : v(z) de.

(mv);

Let StA 9 denote the front-tracking operator 5’? followed by a projection onto the

grid {iAz} and H}™* the operator associated with the finite-difference scheme
W [AwIH) — 24() + () )
= w + p(1—0) [A(w] ;) — 2A(w]) + A(w]y,)], '

for n > 0, and wY = u? for i € Z. Here, 0 € [0,1] and pu = 7/Ax?, for 7 > 0.
Then the fully discrete splitting reads

utt = [’Hﬁf o Sﬁf’a} u”, u® = mug. (4.12)

In a splitting like this, the two substeps will typically have different restrictions
on the time-step due to requirements of stability and accuracy. From a numerical
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point of view it is therefore feasible to use a variable splitting step, i.e., one could
replace At by At,. For the numerical examples presented later in this book, we
adopt the convention that the splitting step is determined in terms of the CFL
number for a convective suboperator. This means that the parabolic substep may
consist of several steps of the finite-difference scheme, i.e., At = M for a certain
integer M > 1, in order to satisfy stability restrictions. In the analysis, however,
we only consider fixed splitting steps to simplify the notation.

The front-tracking method for scalar conservation laws is based on first replac-
ing the flux function by a continuous and piecewise linear approximation and the
initial data by a step function, i.e., a piecewise constant function. Subsequently,
one solves the resulting perturbed problem ezactly, see [117, 118, 126] for details.
In this way rarefaction waves are replaced by jump discontinuities. A key prop-
erty of this method is that there will only be finitely many interactions between
all discontinuities globally in time.

Furthermore, let f¢ be the piecewise linear approximations to f, and Sf the
solution operator associated with the corresponding one-dimensional equation

Ut + fé(u)m =0.

We shall assume that § and Ax are related to At so that all three tend to zero
together.

For the numerical examples presented in the rest of this chapter, we use the
fully explicit scheme corresponding to 6 = 0 as HAY, unless stated otherwise.
This is to emphasize simplicity and accuracy at the cost of a somewhat reduced
efficiency. In the analysis in Section 4.2.2, however, we use the general scheme
given in (4.11).

4.2.1 Convergence in the discrete L' norm. In Section 4.1 (and Exam-
ple 2.5) we established convergence for the semi-discrete splitting. Before going
into a rigorous analysis for the fully discrete splitting (4.12), we will provide nu-
merical data to support the claim that this splitting converges. To this end we
apply the splitting in two cases and study the convergence in the discrete L! norm.

Example 4.2. Consider Burgers’ equation with viscosity
w4 (3u%), = €ugs,  u(x,0) = ug(z). (4.13)

Here ¢ is a scaling parameter that gives the relative balance between advective
and viscous forces. We consider the smooth initial data

uo () = — sin(mz)x (1,1 (@).

To maximize computational efficiency it is desirable to use as large splitting steps
as possible due to the unconditionally stable nature of the front-tracking method.

Table 4.1 shows estimated L'-errors and convergence rates obtained through
a grid-refinement study of the operator-splitting scheme. The error is computed
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Figure 4.1. Viscous splitting solutions computed on a grid with 75 grid cells with ¢ = 0.01.

Table 4.1. Estimated L'-errors and convergence rates at time ¢t = 1.0 for Burgers’
equation with scaling parameter £ = 0.01 and spatial domain [—1.5,1.5].

N, v =0.25 v=1 v=4 v =16

75  4.86e-02 —  4.29e-02 —  5.85e-02 — — —

150  2.38e-02  1.03  2.08e-02 1.04 2.90e-02 1.01  7.50e-02 —
300 1.21e-02 0.98 1.05e-02  0.98  1.46e-02 0.99 4.41e-02 0.77
600  5.93e-03 1.02  5.19e-03  1.02  7.28e-03 1.00 2.37e-02  0.90
1200 2.91e-03  1.03  2.51e-03  1.05  3.59e-03  1.02  1.15e-02 1.04
2400  1.50e-03  0.96  1.19e-03 1.07 1.76e-03  1.03  5.80e-03  0.99

relative to a fine grid solution at time t = 1.0 calculated with a scheme using
the Engquist—Osher flux function (see (A.31) in Appendix A.6.2) in combination
with a standard central-difference approximation of the second-order term. In the
experiments, the size of the splitting step At has been related to the spatial dis-
cretization parameter Ax through the CFL number v = (At/Az)max, |u|. The
experiments indicate convergence over a broad range of CFL numbers. Conver-
gence can of course also be observed for CFL numbers larger than 16 on the finer
grids. However, as can be read off from the actual errors, the quality of the split-
ting solution deteriorates as the relative size of the splitting step increases. This
is also illustrated in Figure 4.1.

Proving that our sequence of approximations converges to the true classical
solution u(x,t = 1) is not too difficult since this solution is smooth. Neglecting
a few technicalities, all we need to do is to establish that our approximations are
bounded and have bounded variation. From (4.4) we have that this is true for the
front-tracking subsolution, which is an exact solution of a perturbed hyperbolic
problem, and projecting this onto a regular grid does not alter the fact that the
solution is bounded and has bounded variation. Establishing the same bounds on
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Figure 4.2. Reference solutions at time ¢ = 1.0 for Burgers’ equation (4.14) for diffusion
functions u (left) and A(u) (right).

the finite-difference scheme is a straightforward exercise. Combining the results for
the two subsolutions we obtain boundedness for the sequence of approximations
as in Section 4.1 and hence convergence to the smooth classical solution; see [145]
for a detailed account.

Let us now consider a more difficult example, in which we also allow the diffu-
sion function to be nonlinear.

Example 4.3. Consider the Burgers’ type equation

up + (3u?) = cA(u)qgs, u(w,0) = —sin(mr)x—1,1](®), (4.14)

X

with diffusion function A(u) given by

) = {o, jul < 1/4,

1, otherwise.

Figure 4.2 shows solutions of (4.14) at time t = 1.0 compared with solutions
of the classical Burgers’ equation (4.13) for two different values of €. Burgers’
equation (4.13) is non-degenerate parabolic, and although the solution develops a
sharp gradient in the vicinity of the origin, it remains smooth. Equation (4.14),
on the other hand, degenerates with a hyperbolic region for u € [—1/4,1/4]. In
the hyperbolic region there are no viscous forces and the solution has developed
a stationary shock at the origin. Notice also the nonsmooth transitions between
the hyperbolic and the parabolic regions at x =~ +0.92 for € = 0.05.

Table 4.2 shows estimated L'-errors and convergence rates obtained through
a grid-refinement study of the operator-splitting scheme for (4.14). As in Ex-
ample 4.2, the operator splitting method converges over a broad range of CFL
numbers, although the quality of the solution decays as v increases.
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Table 4.2. Estimated L'-errors and convergence rates at time ¢ = 1.0 for (4.14) with
scaling parameter £ = 0.05 and spatial domain [—1.5,1.5].

N, v =0.25 v=1 v=4 v =16

75 4.42e-02 —  4.36e-02 —  5.78e-02 — — —
150  1.85e-02  1.26  1.80e-02  1.28  2.46e-02 1.23  7.30e-02 —
300  9.59e-03  0.95 9.41e-03 093 1.24e-02 0.98  3.73e-02  0.97
600  4.83e-03 0.99  4.80e-03 0.97 6.30e-03  0.98  1.88e-02  0.99

1200 2.30e-03  1.07  2.29e-03 1.07 3.01e-03 1.07 9.07e-03  1.05
2400  8.90e-04  1.37  8.48e-04 143 1.27e-03 124 4.54e-03 1.00

Once again we have numerical evidence that the operator splitting seems to
converge to some function, which can be verified mathematically through a com-
pactness argument. However, whereas (4.13) has classical smooth solutions, (4.14)
has discontinuous solutions and hence must take solutions in some weak sense. A
weak solution is not necessarily unique and we will therefore need extra conditions
to single out the unique physical solution. In the next section we will continue to
give a rigorous convergence analysis for the general equation (4.1), which includes
both non-degenerate equations like (4.13) and strongly degenerate equations like
(4.14).

4.2.2 Convergence analysis. Having shown examples that demonstrate that
the fully discrete scheme converges numerically for both smooth and nonsmooth
problems, it is now time to go back to the rigorous mathematical analysis. In the
notation of Chapter 3 we have two solution operators: S denotes the approximate
solution operator for the hyperbolic part and S? denotes the approximate solution
operator for the (degenerate) parabolic part, which we will also refer to as H. The
first operator is defined by letting

Sl =82 =108, (4.15)
To define the second operator S? we view u® as a point in ¢'. First we define
W, 0 — 01 by
where

Note that R and W; are (Lipschitz) continuous operators since
IR(2) = R(YII < 4[| Allip [12 =yl
W () = Wrlly < (1+ 4600 = 6) 1 4lls, ) 12—l



62 4 Convergence Results for Convection-Diffusion Problems

For w € ¢! we define 7, (w) to be the solution of
Tr(w) — pfR (Tr(w)) = w. (4.16)

Since this is a nonlinear equation in ¢! we must show that 7 is well defined, and
to this end we use Theorem 3.6. First, observe that

and we have already seen that R is Lipschitz continuous. Therefore, in order to
apply Theorem 3.6 it remains to show that —R is accretive. This means showing
that

(J(z—y),R(z) = R(y)) <0,

for any duality mapping J and all z and y in £*. By (3.8), we have that

and thus —R is accretive. Hence there exists a unique solution to (4.16). Now we
define HA* (S? in the notation of Chapter 3) by

HA O = T; o Wil (4.17)

If we set v"+1 = HL%v", the componentwise equation for v™ is given by (4.11).

A priori estimates. Next, we show that the a priori estimates (3.45)—(3.47) are
satisfied for the approximation defined by

uae(-,t) = HzA(af—min{tn,l,t}) o g(min{t,tml}—tn) o (Ha7oSA,) u” (4.18)

for ¢ € [ty,tn41). Since Sf is an ezxact solution operator for a perturbed problem
within the same class of first-order conservation laws but with f replaced by £°,
the solution operator S; satisfies all the a priori estimates (3.45)—(3.47), and even
(4.4) for initial data of finite total variation. This follows from the arguments in
Section 4.1. For the projection operator, it is straightforward to show that

vl ey < 0l ey
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70 =]y < sup [[o(- +p) = vl 1) < Az T.V. (v).
[p|<Az

In particular, this means that

Ay ] (82, (7)), , — (8%, (m))i‘ < AzT.V.(v). (4.19)

From this and from (4.12) it follows that S; satisfies the conditions of Lemma 3.12
if ||f‘5||L is bounded.

To show the estimates for HA¥, we first note that
D W) =Dz
i i

for z € ¢'. Furthermore, if the CFL-condition

1
(I—=0)u ”A“Li < 5 p=1/Az? (4.20)
holds, then
OWV:(2)i 5o ana 202D 5
0z 0zi+1
This implies that WV, is monotone, i.e.,
IWr(2)lloo < ll2lloe s VL < Izl TV.(Wr(2)) <T.V.(2).

Now by Theorem 3.6 we have that

17 Wr(2)lloo < I (2)ll oo < l2lloc »
1T Wr(y < (V= (21l < =1
TVA(T- Wr(2))) <TV.(Wr(2)) <TV.(2).

Thus, if 7 and 0 are such that the CFL-condition (4.20) holds and the initial data
ug is of bounded variation, then the approximation H2%u° is of bounded variation.
Next we show the weak time estimate (3.47). Let 0 < s < ¢ < 7 be such that the
CFL-condition (4.20) is satisfied. Then set

u(-,t) =Hu(-, 5) = HELHE 0,
Set A;(t) = A(u;(t)), and for ¢ € C§°((—r,r)) define ¢; = 2 J;, #(z) dz. Then

‘/Tr(u(x,t) —u(z,s) da: ‘Z/ ui(t) — ui(s))p(a )dx)
_ ‘AmZ@- ui(t)—ui(s))’
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=5 Az Y6 [(1 = OR (ui(s)) + GR(um)H
- \ME(@H )

x [(1 = 0)(Ai(s) — Ai1(5)) +0(Ai(t) — A_1(2))] ‘
s A, Z]/I 6w + Az) - 6(a) da|

< (1= ) st) — via (0)] 4 0 i) — i ()

s r+Az
<Gl X() [ 6wl )
X (1 =0) [oi(t) = vica(8)] + 0 Joi(5) = via (5)]
< (t—s) ||AHLip H¢'||Loo((,r,r)) T.V. (UO) : (4.21)

Hence both operators S and HA® satisfy the conditions of Theorem 3.13, and
therefore we can conclude that there exists a function u € L (Il7; R) such that
uar — w in L (II7; R) for a subsequence {At} (which we do not relabel).

To conclude that the limit « is an entropy solution, it remains to show that
the global error term &, defined by (3.58) and (3.54), converges to zero as At — 0,
and to establish that A(u), € L?(Ilr).

Entropy error. We start by estimating the error terms. In the notation of
Chapter 3, v!(-,t) = S?u°, and we define w( -, t) to be the entropy solution of the
Cauchy problem

w; + fo(w), =0, w(z,0)=u’

That is, v1(-,t) = mw(-,1).
With the notations n(v) = sign(v — k), ¢(v) = sign(v — k)[f(v) — f(k)], and
q°(v) = sign(v—Fk)[f(v) — f2(k)], we have that for a test function ¢ and for s > 0,

// D+ q(v") ) dtd:c—f—/Rn(uo)gb(:c,O)dx—/Rn(vl(x,s))qs(x’s)dx
// W)y + ¢° (w)dy) dt dz
+ [ a)o(e.0) - / (w(z, 5))B(, 5) da
// v') e+ (¢ (w) = q(v')) b dt d
+ [ 1o 0:9)) = (e, )] oless)d
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// mw))¢r + (¢° (w) — g(rw)) ., dt dz
/R[ﬂ(ww(x s)) — n(w(z, s))] ¢(z, s) dz. (4.22)

Using the notation of (3.54) in Chapter 3, we see that
&' =n(mw) —n(w),
&' = (¢°(w) = ¢’(mw)) + (¢’ (v") — q(v")),
Enl Eurl
Ew' = [0 (mw) —n(w)] 6, (t),

with (possible notational overload) d,(¢) denoting the Dirac mass located at ¢ = s.
All the remaining error terms are zero. The error terms &l SH}“ and &' are
similar, and to estimate them we observe that for a Lipschitz continuous function
h we have

[ (e ) = hwte ) !dx—Z/Vz ~ h(w(e.1)| do
<Hh||LlpZ/]A/ 1) dy — iz, t)\d
I ||LlpZ [ [ ot vt i

1Rl
< 1p/ / w(z,t) (z,t)| dz ) d
T Az |z— z|<A'E | >| ) Y
< Az ||hHLip T.V.(w(-,t)) <Az ||hHLip T.V. (uo) .

This means that we can define measures bounding &', 811,11 and &' by

/d/,LI = / In(7w) w)| de < AxT.V. (u), (4.23)
/ dpnl = / |q (rw) — q (w)| dz < Ax ||f6||Lip T.V. (up), (4.24)
R R
/d;LIV1 :/ In((mw)(z,s)) = n(w(z,s))| de < AzT.V. (up). (4.25)
R R

Since &' is applied to ¢, we can add an arbitrary constant without changing
Ey', and therefore we can redefine 51111) as

gIIb_Slgn(v - )((f6 f)(vl)_(f6_f)(k))
—sign(—k) ((f* = £)(0) = (f* = f) (k)

a constant
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=sign (v! — k) ((f° = £)(w") = (f* = £)(0))
+ [sign(v' — k) —sign(=K)] ((f° = £)(v") = (£ = /)(0)).

With this definition we can choose the measure duug by setting
[ o) = [ Jsiente =) (£ = £)01) = (7 = £9)(0))| da
/|s1gnv — ) = sign(~h)| |( — S)K)  ( — £)(0)] da
< [ =590 = (= £)0)] de
R
42 [ X |7 = 7O = (£ = £)(8)] da
R

<11 = flyy [ 100
R

max |(f* = f)(r) = (f° = [)(0)] dz

e <[vt(2,t)|

<357 = fly, [ 10" 0)] da
R
We can choose the piecewise linear interpolant f¢ such that

177 = flly;, < Const || £l 6,

and with this choice
/ dpizgy, < Const || £l 6. (4.26)
R

Next we must estimate the entropy discrepancy created by HA%, that is, for
any constant k, s < At and v?(-,t) = HA%u® = T;(W;(u®)) we must estimate

A= / / Ny — r ) q/)m] dx dt + / [77 (uo) o(x,0) —n (122(:1:, s)) o(z, s)] dz,

. (4.27)
where n(v) = |v — k|, r(v) = |A(v) — A(k)|, and ¢ any nonnegative test function.
We start by utilizing the monotonicity properties of W; and 7;. For the moment,
we use the notation z € £ = {2;},.,, and by z < w we mean that z; < w; for
all i. Also, let a Vb = max {a,b} and a A b = min {a, b}, and let Q: £>*° — ¢> be
defined by

(Q(2)); = [A(zi1) = A(R)| = 2]A(z:) — A(F)| + |A(zi41) — A(K)]-

Hoping not to confuse the reader too much, we use the notation k& € ¢£°° for the
constant sequence {... k, k k. k k,...}.
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Since W; is monotone and W;(k) = k, we have that for w € ¢*,

Subtracting these, we get
Wi (wV k) =W (wAk) 2 Wi(w) — k[,
which can be rewritten as
Wi(w) — | < [w — k| + (1~ ) Q(uw). (4.28)
Also the operator 7; is monotone with T;(k) = k, therefore for z € 1,
Te(zVE) =T (zNk) = [Ti(w) — kI,

which can be rewritten as

|z — k| + p0Q(2) = |Ti(z) — k|- (4.29)
Setting w = u” in (4.28) and z = W;(u®) in (4.29), we get
’vQ(t) - k;’ < Ju® = k| + p(1 = 0)Q(u’) + nfQ (W (u°)). (4.30)

Using this, we rewrite A in (4.27) as

/ / )= () 1 — 7 (13(2 1)) bra

= [n(v*(z,5)) —n(u’(2))] %gzﬁ(:c, s) dx dt

// N)r = (v(2, ) bra

~ (7, 5)) = n(u(@)] 6, 1) de

/ / ) = ()] 6, 5) — (o, )] dard
| /\v (t) — o] g da dt
/ / ) Paa(@,1) ﬁ[(l —0)Q(u°) + 0Q(2)] (x, t) da dt
C

+/OS/R[77 (v3(z, s)) —n(uO(g;))}i/tsgbt(a;,ﬂdrdxdt,

D
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where we recall that z = W,(u®) and p = s/Ax?, and we have set

QMu)(x) = 3 (@), v, (a).

Now we can bound B by

B < /0 /R 0?(2,) — u®(2)] |¢e] dadt < sw(s;0%) |9l oo mxf0,4]) (4.31)
by (4.21) and Remark 3.5. We also find that

S 1 s
2 2
DS/O /R|v (x,8) —v (x,O)|;/t (s (,7)| dr dev

1
< 97 w(s;0%) ||¢t||Loo(Rx[o}s]) :

Therefore, keeping in mind that B + D = (€2, ¢;) in the notation of Chapter 3,
we can choose the measure du,” bounding & as du,” = [v2(+,s) — u°|. Then

/ dp® < w(s;v?) < ConstAt!/2, (4.32)
R

0

To estimate C', for w = z or w = u”° we calculate

1wi) = [ 1 (0%0.0) Gun(a.1) ~ 505 QIG, 1) da

—Z[ ) [0 (@it1/2:t) — Go (Tim1)2,1)]

- Aix [(7" (wit1) — 7 (w;) )= (r (wi) — 7 (wi—1) )] (151'(15)}

== Y[l @) = r ()6 (a0t
r (w;)] ¢i+1(2; ¢i(t)]
= Z[ z+1 -r (wiJrl)] - [7" (%2(75)) - (wz>H Gz <$i+1/2; t)

- Z { (Tit1/2:1) W} [r (wis1) =7 (wi)]

= /R[r (vQ(x,t)) — r(w(;v))}qu(x,t) dx

- ;(d)l ($i+1/2,t) - ﬁ /[Z (b(y + A.’,U,t) - (b(y’t) dy)

X [7" (wiy1) — 7 (wl)]

- [7“ (wit1) —
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- /R [ (0*(2, 1)) = r(w(@))] fus (2, 1) da
a2 [ o) ot o)

X [’I" (wi_H) -T (wz)]

- /R [ (%(,)) = r(w(2))] G (2, 1) da
B A1362§:</L /yy-‘rAx /axi+1/2 bue(B 1) dﬂdady) [r (wip1) — 7 (w;)].

Hence
[1(w; )| < ”A”Lip/R [V (2, 1) — w(@)| + [w(z + Az) — w(@)| dz |G|l oo (mx (0.4 -

Therefore, with C' = <EHI2, ¢u) in the notation of Chapter 3, and in view of the
relation v? — ufQ(v?) = 2, we get
C<OI(z0)+(1—0)|1(u’%0)]
< Al Vel oy [ 8103 0) = @)+ (1 =0) oP(a8) = ()|
+0|z(z + Az) — z(z)]
+(1-0) [u’(z + Az) — u’(z)| da
< N AllLip 122 ll Lo mx[0,5]) /R%(l = Ol Al |2(z + Az) — 2(2)]
+(1-9) |1)2(:v,t) — uo(x)|
+ ’uo(x + Az) —u’(z)] da
< N AllLip 1922l Lo rx[0,5)) /R(29(1 = O)p || Allps, + 1) |u” (2 + Az) — u’(2)]
+(1-0) [o*(z,t) — u’(2)| do
< Al I | e o)
x [(29(1 — )| Allgy, + DAz u®) + (1 - O)w(v?; t)}.
Hence, the Radon measure bounding &2 can be chosen such that

/ dqu < Const (AJ; + Atl/z) . (4.33)
R

We have now shown that all the entropy discrepancies are bounded by finite Radon
measures that tend to zero with the discretization parameters 6, Az, and At. To
conclude that the limit u is a weak solution we must show that 9, A(u) € L?(Ilr).
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Verification of 9, A(u) € L?(Il7). We will show this by proving that

T 2
/ /(A(u(m +y,t) — A(u(m,t))) dx dt < Const 3.
o Jr
To this end, we introduce the auxiliary function
ng(z,t) = HES 0 S{uar(-,tn) fort € [ty tytr). (4.34)

Following the argument on page 53, we can show that this auxiliary function is
close to ua; since if t € [tn, tnt1),

VE—tn, if € [tn1stngt),
At + E—=t,, ift € [tn,tni)

ldae(-.t) —uae(-, )|l 1) < Const {

Therefore ima¢_yo Uar = u.
First, we fix a real positive number y and an integer j, such that

y = jyAz +h, where j, >0and 0 <h < Az.

Then
HASS [Iifl/g,ﬂfi,l/g-'-A.T—h) :>.I‘+y612‘+jy,
z € [Tiy1/2 — Ry Tit1)2) =r+y € Liyj,+1.

Henceforth, we will use the following shorthand notation: z = S3,u™, w = Wa(z),
and u" ™! = v = Ta(w). Observe now that if z € I; and y € I; then

itj—1
Aw(z+y)) — Av(z)) = A(vip;) — Av;) = Z [A(vk+1) — A(vr)].
k=i
Squaring the above we find that
itj—1
[A(v(z +)) = Aw@)]* <G -1) Y [A(ven) — Aw)] (4.35)
k=i
Set
(x) _ jyv ifz e [ﬂfi,l/g, Ti—1/2 + Az — ]’L) s
jy + 1, if S [Ii+1/2 - hyxi-‘,-l/Q) .

Integrating (4.35) with respect to z gives

/R[A(v(:c +y)) — A(v(x))]2 dx

I:A('Uk+1) - A(vk)] % d

j(@)—1

< Ei:/i(j(x) - 1)+Z

k=i
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itiy—1

Ti41 2—h
zz(/ U0 m) SD [Aloen) - A()]?de
i Ti-1/2 k=i
Tit1/z 4y 9
" / B A~ Aw) dx)
=5 ((A0 =Gy = 0 X [Almer) — Al
i m=0
iy D [Aemein) = Al
m=0

J(y)

= [y = Dy (B = 1)+ Gy + 1) 1) A 3 [A i) = 4]

i

Next we will estimate the sum on the right-hand side. By definition v satisfies
v — R (v) = w, multiplying this pointwise by v and summing over i gives

Zvi (wi = —,UQZ Uz+1 - 2A Uz) + A(Ul 1)]
= MGZ (vit1) — A(v)) (vig1 — i)

Moreover, we have that
vi(w; — v;) = 3 [w? + v — (w; —v;)?] — v} < 5 (w] —07).
Now since A’ > 0,
[Awisn) = A@)]” < [AllLg, Wi = v2) (Awisr) = A(v)),
and therefore
sz (vi1) = A@i)]” < Ally Az 37 (i1 = v) [A(vir) — A(wi)]
1AllLip Az

| Ally;

i

AllLi, Az 2
_ M”@Lp g > (e + 11 = ) (R(=),)*=0?)

K2

Al Az :
_| Jehpiz ( ? vl 201 = 0)2 (R(2)), + p*(1 - 0)? (R(z))i)'

a; bi Ci

(4.36)
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Then
AvYai= sz(zf — () = () = i)?))
< sl A2 3 (S, "|+sz( — (@)?)

< llaael oo iy ||f5||LipT.V. (uo) At + Az Y ( u)? — (ur ) ) 7

and

Al A 16
12 805, ( . ) Al AaY "z (R(:)),

1o
= - (- 0) Al Lip sz (zir1 — 2i) [A(zip1) — A(2)]

A Z ZZ+1 z)]2-

Regarding the last term in (4.36), we estimate this by

HAHIAx
;" Z <=0 ||A||LlprZ (zi41) — A(z))?

(2

since (R(2))7 < 2[A(zi1) — A(z)]? + 2[A(2:) — A(zi-1)]%.

Combining the above estimates gives

Ax Z (vig1) — A(vi)] ? (4.37)

Al A
<! J'e PSS (e 0ry)

Al
L 22 sl gy [l T-V- (100) A

+1T(||A\\Llpul— —1)sz (1) — A()]2

Note that by the CFL-condition (4.20) the last term is nonpositive. Then, recalling
that u = At/Az?, we see that

All- .
/ (A(unJrl(I + y)) - A(u”Jrl(z)))2 dr < J(y)Ax2%
R

x {Ait/R(un(x)ff(u"H(x))de+ laall oo iy 17 T-V- (w0) |- (4:38)
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If we let ua¢ denote the piecewise constant function
UAt Z U"“ XI" )

then (for T = NAt)

tn+1

([N —aAtHLl(HT) / / [Gae(x,t) — Gac(z, tni1)| do
=0

23

tn+1
/ Consty/t,+1 — tdt
t

n

0

N-1
< Const Z (At)3/? < ConstpVAL.

n=0

3
Il

Therefore A(tiat) = A(u) in LP(Il7), 1 < p < oo, as At — 0. Furthermore,
J(y)Az? = j,Az((Az — h)(j, — 1) + h (j, + 1))
*ij:r + 2j,h Az
< ]yAac + 2]yhAx +h?
= (jyAx + h)?

Multiplying (4.38) with At and summing over n, we get

T
/ / (A(tac(e + ) — Aliar(z,1)))? dodt
0 R
< Al | [ 300) i+ sl 157 TV (00) 7).

assuming that (we have set things up so that) Hf‘SHLlp < 2| fllsp and the initial

data ||u < 2|Juol|p2(r)- Thus, letting At — 0 above, we get

0||L2(R)

2
/ / x+y, )) A(u(w, t))) dz dt < Consta f vy Y°- (4.39)
Finally, we can let y — 0 to conclude that 0, A(u) € L*(Ilr).

Summing up, we have derived the following result:

Theorem 4.4. Assume that ug € L*(R) N BV (R), and that f and A are locally
Lipschitz continuous with A" > 0 and A(0) = 0. Define a sequence of functions
{uattaiso by (4.18). There exists a subsequence of {At;},, C {At} such that

uay; —u in Lig (TI7) as At; — 0,
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where u is an entropy weak solution of
u + f(u)y = A(U) gz, u(z,0) = ug(x).

Remark 4.5. The above analysis can also be carried out if H>xza, is replaced by
several smaller steps, i.e., instead of ’Hﬁf we use

Az m
(HAt/m) ’
for some integer m > 2. This would relax the CFL-condition (4.20) to
m
(1= 0|l < o

One can also replace the front-tracking method for the hyperbolic conservation
law by other numerical methods and still be able to prove essentially the same
results. Let us here mention only two alternatives. One alternative is to approx-
imate the hyperbolic solution operator S; by the Fuler characteristic Galerkin
splitting method [186]. For the parabolic operator, we can still use the implicit-
explicit scheme (4.11) (the 6-scheme). Alternatively, one can employ a second-
order MUSCL method, introduced by Bouchut, Bourdarias, and Perthame [31] for
which the necessary entropy estimates have been proved, while using the #-scheme
analyzed in the previous section for the parabolic part.

4.3 Nonlinear error mechanisms

In the two examples in Section 4.2.1 and the rigorous mathematical analysis in the
previous section we studied convergence in a global sense through the use of the
L' norm. For many applications, convergence in the L' norm is not sufficient, and
one is interested in both the qualitative behavior of the approximate solutions and
the pointwise accuracy. This is dictated by the interaction of two types of errors:
the discretization errors in each substep and the error resulting from the operator
splitting. Here we will focus on errors caused by operator splitting, and start by
an example which illustrates the major error mechanisms in the viscous splitting.

Example 4.6. Let us simplify Example 4.2 and use Riemann initial data

1, z <0,
ug(x) = {

-1, z>0.

This corresponds to a single, stationary, viscous shock, where the width of the
viscous shock is proportional to the scaling parameter €. In the semi-discrete
splitting the diffusive step amounts to solving the heat equation, or in other words,
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Figure 4.3. Convexification and residual flux for Burgers’ equation for a shock between
ur =1 and ur = 0.

convolution with the heat kernel. It is easy to see from the form of the heat kernel
that the viscous splitting will lead to a numerical front of width O(veAt). To
properly resolve the viscous front, the size of the splitting step should therefore be
proportional to €.

To investigate the error mechanisms of the viscous splitting, let us examine
the first step of the algorithm. In the hyperbolic step we solve the equation
us + f(u)y = 0 for f(u) = u?/2. The characteristics are negative for x > 0 and
positive for x < 0 (satisfying z'(t) = —1 and «'(t) = 1, respectively). Hence, the
solution consists of a stationary shock, as in the initial data; that is u(x,t) = ug(x).
In other words, the effective hyperbolic step reads u; = 0. Therefore, the viscous
splitting means that we disregard the advective flux and solve only the diffusive
part of the equation!

Let us now consider a computation with multiple steps. In the first step, the
heat operator (or its discretization) will give a smooth profile with u > 0 for x < 0
and u < 0 for x > 0. The second hyperbolic step will have a sharpening effect on
the smooth profile since f'(u) > 0 for x < 0 and f’(u) < 0 for x > 0. Thus, a new
shock will form if the time-step is sufficiently large. The second diffusive step will
smooth the approximate solution, and so on.

Consider now instead the initial data

1, =<0,
() :{

0, x>0.

In the first hyperbolic step, the initial discontinuity will be translated as a shock
with speed 0.5. Thus the effective hyperbolic step amounts to solving the linear
equation u;+0.5u, = 0. In other words, the viscous splitting introduces a splitting
of the flux into a linear advective flux and a nonlinear flux residual (see Figure 4.3)

flu) = %uQ = %u + %u(u —1):= fo(u) + fr(u). (4.40)
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Figure 4.4. Two steps in the viscous operator-splitting method.

The residual flux f,.(u) is a manifestation of the entropy condition imposed upon
the hyperbolic equation through the local linearization of the flux (which is often
referred to as Oleinik’s convexification). Let us look more closely at the effect the
residual flux has on the moving front for the hyperbolic subequation us+ f(u), = 0.
Since f](u) is positive for u > 0.5 and negative for u < 0.5, the residual flux will
try to make u-values in the interval [0.5, 1] move faster than the front velocity and
values in the interval [0,0.5] move slower. In other words, the discontinuous front
will overturn and become triple-valued. Therefore the effects of the residual flux
cannot be included if the solution is to be single-valued.

If viscosity is added to the hyperbolic equation in the form of a second-
order spatial derivative, the viscous forces will counteract and balance the self-
sharpening effect in the nonlinear residual flux and ensure that the solution is
single-valued. If the residual flux is disregarded in the operator splitting, the
splitting scheme will therefore move the viscous front correctly, but overestimate
its spatial width since the nonlinear self-sharpening mechanisms in the flux are
neglected, see Figure 4.4.

The lesson learnt from the above example is the following one: once a discon-
tinuity is formed in the hyperbolic step, the entropy condition will enforce a local
linearization of the flux function in the form of a convexification. This linearization
will keep the linear part of the flux that accounts for the transport and disregard
the nonlinear part affecting the local shape of viscous fronts. Moreover, imposing
the local convexification will generally lead to a loss of entropy, as we will see later
when we give a rigorous mathematical analysis of the viscous operator splitting.

Motivated by similar observations as in Example 4.6, it is tempting to perform
an a priori splitting of the flux function into an advective part and a nonlinear
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part, f(u) = fo(u) + fr(u). Then, unsteady convection-diffusion equations of the
form

up + f(u)e = eA(U) s

can be solved by a sequential splitting involving a hyperbolic transport step
ut + fa(u)e =0
and the parabolic, diffusive step
u + fr(u)e = cA(U) gy

This suggestion may at a first glance seem pretty strange. However, by splitting
off the transport effects in a separate step, the nonlinearity in the second-order
equation can be reduced and this will speed up the convergence of the nonlinear
solver used in any implicit formulation.

The idea of using in the diffusion step a “residual flux term” coming from a
flux splitting was introduced in [92], and further developed in a series of papers
[74-78] for the simulation of two-phase flow in porous media, where very efficient
numerical schemes have been developed to resolve the varying balances of advective
and diffusive forces. Some parts of this activity are summarized in [93].

Example 4.7. Above we argued that the hyperbolic step of the operator-splitting
method could be viewed as a splitting of the flux function; see (4.40). Let us
therefore apply this flux splitting a priori to improve the viscous operator-splitting
methods; that is, alternatively solve the two equations

Ut + %um = 0, and U + %(U(U - 1)>x = EUgyg-

In Figure 4.5 we have recomputed the case in Figure 4.4 using the improved split-
ting algorithm. We see that the a priori flux splitting amends the previous defi-
ciency in the viscous splitting and now produces correct solutions.

A major restriction with the a priori splitting method is that it assumes that
the solution has a certain structure. If, for instance, the constants 1 and 0 in
the initial data of Example 4.7 were replaced by 1 and 1/2, the local speed of
propagation would be 3/4 and correct splitting of the flux would change to

up + 3u, =0, and up + % (u(u — %))I = EUgy-
In the next section we will discuss how this potential problem can be circumvented

by introducing an a posteriori flux splitting given by the local structure of the data
after the hyperbolic substep.
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Figure 4.5. Two steps in the viscous operator-splitting method with a priori splitting of
the flux.

4.4 Viscous splitting with a posterior: flux splitting

The idea behind a priori splitting of flux functions was taken one step further in
[146]. The ideas introduced in [146] were developed further and applied in a series
of papers [100, 140, 140-143].

In [146] the authors showed how to locally define a posteriori flux residuals
to account for the entropy loss introduced in the hyperbolic steps. As above,
the idea is that once a shock is formed, the evolution of the hyperbolic solution is
governed locally by a linear transport equation. Let ©~ and u™ denote the constant
states adjacent to the shock and ¢ be the local Rankine-Hugoniot shock speed
o=[f(u")— f(u)]/[ut —u~]. Then, locally the solution is evolved according to
(for simplicity we have translated discontinuity to x = 0)

u—, x<0,

vy +ovy =0, v(axO)z{ N ~0
ut, x>0.

The local flux residual is defined as

_Jfw) = fwT) —o(u—uT), we (um,uh),
Jrlw) = {O, otherwise. (4.41)

Since the discontinuity (u~,u™) satisfies the conservation law wu; + f(u); = 0
locally, it follows from standard theory that the function f(w) must either lie
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Figure 4.6. Flux residuals defined implicitly by the Oleinik convexification

entirely above or below the straight line connecting f(u~) and f(u™) for all values
u between u~ and u*. Moreover, it follows from Oleinik’s convexification that if
u” <ut then fl(u™)>0> fl(u") and if u= > u™ then f/(u™) <0 < fl(uT); see
Figure 4.6. This implies that f.(u) will have an overall self-sharpening effect on
the monotone shock profile that counteracts smearing effects introduced by A(u).
Note, however, that f,(u) is not necessarily a strictly convex or concave function
as seen in Figure 4.6.

In the particular case of front-tracking, identifying such flux residuals is straight-
forward, since the gist of the algorithm is to update a piecewise constant solution
by solving local transport equations (tracking discontinuities). The flux residuals
can therefore be obtained as a by-product of the solution algorithm in a straight-
forward manner. Although the flux residuals are defined for every discontinuity,
they will only have a significant effect at “large” discontinuities. In a practical im-
plementation one typically neglects flux residuals corresponding to discontinuities
with strength below a certain user-defined threshold §,.

If we want to use the flux residuals in a local a posteriori splitting of the flux
function, we must determine where the residuals should be introduced in physical
space. This is typically achieved by using monotonicity intervals in the solution
or a prescribed interval length. A detailed discussion of the construction of local
flux residuals is given in [141, 142]. In this book we have chosen to use prescribed
interval lengths given by a user-specified parameter 6, that determines the width
of the spatial interval in which each correction is applied.

Having defined the local residuals in the (z,u) space, they can be included in
the diffusive step as outlined for the a priori splitting above; that is, we introduce
a new parabolic substep given by

wi + fr(w,z)y = eA(W)ga, w(z,0) = wo(x). (4.42)

At first glance, this equation looks more complex than the equation we set out
to solve since now the flux function also depends explicitly on spatial position.
However, this spatial dependence is quite simple: = +— f.(z,w) is a piecewise
constant function for each fixed w and w — f,(x, w) is continuous for each fixed x.
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Algorithm 4.4.1 The COS algorithm

Construct a piecewise constant initial function u°(z)
Set t =0 and At =T/N
Forn=0:N-1
Use front tracking to compute solution v(z, At) of
ve+ f(v)s =0, v(x,0)=u"(z)
Extract from v(z, At) all discontinuities {(v; ,v;",z;)} that satisfy
v;7 = v > du
Define nonoverlapping intervals {I;} such that I; &~ [z; — 0, @; + 0]
Let u"*t1/2(z) be the projection of v(z, At) onto a regular grid
Use scheme (4.43) to compute solution w(z, At) of
wi + fr(w, ), = cA(W)ze, w(x,0) =u"T?(2)
with f,.(w,z) given by (4.41) for x € I, and zero otherwise
Set u™*1(z) equal w(w, At)

end
Set u(z,T) = ul¥ ().

There are several ways to discretize this equation. For instance, one can use a
standard central-difference approximation:

Wit =W — AW = fr (W )] + w[AWEL) — 2A(W]) + AW )]

This scheme is stable provided the local time-step k and the spatial discretization
parameter Ax satisfy the conditions

k < 0.5A2% ), Az max | f](w)| < 2e.

The stability conditions may put severe restrictions on the discretization parame-
ters, especially on Az for small values of €. The stability condition on Ax disap-
pears if we use an upwind discretization of the flux. In the examples in this book
we therefore use a Godunov upwind method

Wz‘nﬂ =W - )‘[Firfkl/2 - Fﬁ1/2] + N[A( 1) — 2A(W) + A( ﬁl)] (4.43)

To evaluate the Godunov flux, we approximate the Riemann problem at the cell
interface by a single shock (and disregard the entropy fix, see Appendix A.6.2)

S FLAUSEE DR if [fr(Wiys wign) = fr(W )] /(W = W) >0,
iz f’r'(WﬁHa xit1), otherwise.

We have thus specified a new fully-discrete splitting method, which we will call
corrected operator splitting (COS). The COS splitting method is summarized in
Algorithm 4.4.1. Let us now revisit Examples 4.2 and 4.3 and apply the new
corrected splitting approach.
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Table 4.3. Estimated L'-errors at time ¢ = 1.0 computed by the original (OS) with v = 1
and v = 16 and the improved splitting method (COS) for v = 16.

Example 4.2 Example 4.3

N, 0S(1) 0S(16) COS 0S(1) 05(16) COS
75 4.29e-02 1.05e-01 4.59e-02 4.36e-02 1.18e-01 5.79e-02
150 2.08e-02 7.50e-02 2.07e-02 1.80e-02 7.30e-02 2.56e-02
300 1.05e-02 4.41e-02 1.03e-02 9.41e-03 3.73e-02 3.35e-02
600 5.19e-03 2.37e-02 7.55e-03 4.80e-03 1.88e-02 1.88e-02
1200 2.51e-03 1.15e-02 1.15e-02 2.29e-03 9.07e-03 9.07e-03
2400 1.19e-03 5.80e-03 5.80e-03 8.48e-04 4.54e-03 4.54e-03

Example 4.8. In Table 4.3 we have recomputed parts of the grid-refinement
study from Tables 4.1 and 4.2, now using the a posteriori flux residuals to improve
the solution. To localize the corrections to only take effect at the origin, we set
0, = 1.0 and use a prescribed interval length equal veAt. The local residuals
have a pronounced effect on the coarse grids, where v = 16 corresponds to a few
splitting steps. On the finest grids, however, the splitting steps are of the same
size as € and the residuals have little effect or are not included. Figure 4.7 shows
plots of the OS and COS solutions for diffusion function A(u).

Correcting splitting errors in a single shock layer for a convex flux function, as in
the example above, might not be too impressive. In fact, the correction algorithm
works as a “black-box” for an (almost) arbitrary solution profile coming out from
the hyperbolic substep. To demonstrate the capabilities of the algorithm we will
now consider a more complex example, in which the flux function is nonconvex
and the initial data is nonmonotone.

Example 4.9. Consider the convection-diffusion equation
ur + f(u)y = gy, u(w,0) = —sin(mz)x[-1,2(7), (4.44)

with e = 0.05 and flux function f(u) = usin(2wu)+u. To emphasise the difference
in performance between the original splitting (OS) and the a posteriori splitting
(COS) we use a single splitting step At = 0.1. The parameters 6, and J, in the
COS algorithm are both set to 0.1, quite arbitrarily.

Figure 4.8 shows solutions computed by the OS and COS algorithms on a uni-
form grid with 100 cells together with a reference solution on a fine grid. Figure 4.9
shows that the COS algorithm correctly identifies residual fluxes for all eight shock
layers. This COS algorithm gives improved resolution in all shock layers except
for the eighth and rightmost layer, where the corresponding residual flux is small
in magnitude. Moreover, when a residual flux is applied near a local critical point
where the solution changes monotonicity, the correction may have a sharpening
effect also for values outside the shock layer resulting in small “overshoots” in the
solution, as can be observed in shock layers two, four and seven.
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Figure 4.7. Viscous splitting solutions computed with two splitting steps on a grid with
75 grid cells for diffusion function A(u) using the original (OS) and the improved splitting
method (COS). The dotted line indicates the result of the last hyperbolic step in the COS
computation.

Reference
CcOos

Figure 4.8. Solution at time ¢ = 0.1 for equation (4.44) computed by the OS and the
COS splittings. The original flux f(u) is given by a solid line, the local linear flux by
short dashes, and the residual by long dashes.
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(Bottom)

(Top) Identification of eight residual fluxes in the (z,u) plane.

Plots of the eight residual fluxes (from top left to bottom right).

Figure 4.9.
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Figure 4.10. Buckley—Leverett profile for the polymer system computed by the OS (left)
and COS (right) operator splittings. The plot shows s (sold line) and ¢ (dotted line)
plotted for every second grid point.

The same techniques can also be applied to systems of viscous conservation
laws. As an example of such a system we consider the 2 x 2 polymer system
modeling the flow of water and polymer in a porous medium,

Ors + 0. f(s,¢) = €025,

’ (4.45)
O¢[sc+ a(e)] + O (cf(s,c)) = €dz]sc + a(c)].

Here, the unknowns are the water saturation s and the polymer concentration c.
The fractional flow function f and the adsorption function a are given by

52 0.2¢

19 = giaarzga—sp 9 (4.46)

T 1l4¢

The corresponding inviscid system is nonstrictly hyperbolic since the eigenvalues
As = fs and A, = f/(s + a.) coincide along a curve in state space. This means
that there will be special cases where both the characteristics point into a shock.

Below we will present two examples of viscous operator splitting applied to this
system. For a more thorough discussion, we refer the reader to [142].

Example 4.10. In the first example we study the propagation of a so-called
Buckley—Leverett profile that arises from the initial data

(1.0,0.5), 2 <0.1,

S0, ¢0)(x) =
(s0, c0)(@) {(0.1,0.1), z>0.1.

This corresponds to a single Riemann problem in the inviscid case, which is solved
by a fast s-shock, followed by a c-shock and a rarefaction wave in s. Figure 4.10
shows approximations to the solution at time t = 1.0 for ¢ = 0.005 computed by
a single step of the OS and COS algorithms on a uniform grid with 256 cells. The



4.4 Viscous splitting with a posteriori flux splitting 85

Table 4.4. Estimated error in the relative L' norm and convergence rates at time ¢ = 1.0
for the polymer system (4.45) with a Buckley—Leverett profile.

e =0.01 e = 0.001

Ni (O] COS (ON COS
1 4.42e-02 —  1.96e-02 — 1.88e-02 —  3.47e-03 —
2 2.90e-02 0.61 1.61e-02 0.29 1.26e-02 0.57  5.18e-03  -0.58
4 1.97e-02 0.56 1.22e-02 0.40 8.16e-03 0.63  4.30e-03 0.27
8 1.27e-02 0.63 8.53e-03 0.51 5.69e-03 0.52  3.27e-03 0.40
16 7.57e-03 0.75 5.65e-03  0.59 4.18e-03 0.44  2.52e-03 0.38
32 4.16e-03 0.86 3.58e-03  0.66 3.27e-03 0.35  2.22e-03 0.18
64 2.30e-03 0.86 2.45e-03  0.55 2.78e-03 0.23 2.17e-03 0.03
128  1.48e-03 0.63 1.53e-03  0.68 2.85e-03  -0.03 2.58e-03 -0.25
256  1.30e-03 0.19 1.31e-03 0.23 3.61e-03  -0.34  3.52e-03 -0.45

shock layer in ¢ contains almost no self-sharpening effects and is resolved almost
perfectly by the OS algorithm. The shock layer corresponding to the s-shock,
on the other hand, contains strong self-sharpening effects and is only resolved
accurately if the residual flux is included. Let us now study the effects of the
temporal operator-splitting error. To eliminate the spatial error we fix the spatial
discretization to 2'0 cells and increase the number of splitting steps N; in powers
of 2. Table 4.4 reports errors for this convergence study measured in a relative
L' norm measuring the deviance from a fine-grid solution computed by a central-
difference scheme.

For € = 0.01 the accuracy of both algorithms increases with increasing number
of time-steps. As expected, the effect of the flux corrections in COS decreases
as the number of time-steps increases. The case with € = 0.001 behaves a bit
differently. First of all, we observe that the error for COS increases when going
from one to two splitting steps. This is because with two splitting steps the c-shock
is not fully formed in the second hyperbolic step and hence the correction effect
is reduced. Secondly, the errors for both algorithms increase as Ny is increased
beyond 64. This is due to the numerical diffusion introduced when projecting
the front-tracking solution onto a regular grid. This error increases with N; and
eventually overshadows the splitting error.

Example 4.11. In the next example we consider a nonmonotone profile given by
the initial data
(0.45,0.0), = <0.1,

(50, co)(@) = {(0.2, 1.0), z>0.1.

The corresponding inviscid Riemann problem has a nonmonotone solution that
consists of five different constant states separated by simple waves: u® < u' >
u? 5 u® % uR. Figure 4.11 shows the saturation profile s(x) and the solution in
phase space (s, c). Figure 4.12 shows approximate solutions computed by the two
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Figure 4.11. (Left) Solution in (s, ¢)-space: the solid line gives the solution for € = 0.0025
at time ¢ = 1.0 and the dashed line the inviscid solution. (Right) The s-component as a
function of spatial coordinate x.
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Figure 4.12. Comparison of OS (small dots) and COS (large dots) on the nonmonotone
Riemann profile.

splitting algorithms on a fine grid with 2'° uniform cells. In the leading shock layer
we observe the expected behavior: whereas OS smears the front, COS computes
it accurately. In the first splitting step, the COS algorithm applies a residual
flux also to the leftmost s-shock, giving an extra peak in the solution at the local
maximum as we also observed for the nonmonotone profile in Figure 4.8. This
effect disappears if we use two splitting steps, and with four splitting steps COS
computes the whole solution with good resolution. (Notice that four splitting steps
corresponds to a CFL number of around 300 for this particular case!)

In this section we have discussed how a standard viscous operator splitting
generally will produce solutions that are much too diffusive in viscous shock layers.
This is due to a temporal error that results from enforcing a local linearization in
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the hyperbolic substeps. To compensate for this error, we introduced an improved
operator-splitting method that identifies the nonlinear parts of the flux that are
ignored in the hyperbolic substep. These residual fluxes can then be applied as part
of the parabolic substep to provide the necessary self-sharpening effects needed to
produce the correct behavior of the solution in viscous shock layers.

We end the chapter by pointing out that there are a number of numerical
approaches for degenerate convection-diffusion equations that are not based on
operator splitting, see [6, 32, 44, 46, 51, 60, 96, 98, 99, 102, 111, 147, 164, 207,
216, 217].



Error Estimates for Hyperbolic Problems

In this chapter we develop an abstract error estimation theory for dimensional or
source splitting methods in the context of weakly coupled systems of hyperbolic
equations. To verify convergence of a specific splitting method one only has to
check whether each split solver satisfies certain assumptions, whereupon conver-
gence follows. More precisely, we will demonstrate how the approach introduced
in Chapter 3 can be extended to yield not only convergence of splitting methods,
but also precise error estimates, for weakly coupled systems of the form

uf + 3 fFWe),, =g"(U), ul—o=uf, r=1,... K (5.1)
7

Our theory of error estimates has its origin in the approximation theory of Kuznetsov
[166, 167], which is founded on the work by Kruzkov [161]. The influential work
of Kuznetsov has been used and extended in a number of works, see for example
[33, 64, 65, 139, 166, 167, 170, 177, 182, 194-196, 234, 253, 254, 257]. Relevant
to the presentation that follows, in [33] the authors have formalized the method
of Kruzkov and Kuznetsov, so that the celebrated doubling of variables (see, e.g.,
[126, 161]) can be avoided when checking the convergence rate of a specific numeri-
cal scheme. We will present a version of the result from [33] adapted to dimensional
splitting methods; when applied in a specific situation, this result avoids Kruzkov’s
ingenious but cumbersome doubling of variables.

5.1 Multi-dimensional scalar conservation laws

We first turn our attention to error estimates for dimensional splitting methods in
the case of a scalar conservation law

Ut + Zfl(u).Ll =0, u\t:O = Uug- (5.2)

We consider initial data ug in the class L' (Rd) N L (]Rd). We shall assume
that the exact entropy solution u(x,t) is a measurable function in the same space
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as the initial data for each ¢ < T and that it satisfies
/ lulz + by t) — u(w, )] do < var(hl;u),
Br(zo)
/ lu(z,t +7) —ulx, t)| de < wrr(|7];u),
Br(zo)

for some moduli of continuity vg o (-;u) and wg r(-;u), and
Br(z) = {¢ € R? | [¢ —z| < R}.

In this setting / = d, K = 1, i.e., U = u, and g = 0. Let v(t) = Sivy be an
approximate or exact weak solution of the one-dimensional problem

vt+fi(v)l‘7‘, :07 'U‘t:O = 0.
Consider the following (dimensional) splitting procedure

u" = [Sgto...oSit]nuo,

ut =[Sk, 0 0 SA U, i=1,....4d, u™ =y, (5.4)
UAt(t) = Sé(titnvi_l)un’i_l, te [tnyifl, tn,i) s
for n € Ng and ¢ = 1,...,d. Assume that our solution operator satisfies (3.54);

that is, for 1 =1,...,d,

DR, (), < (&), + (&), + ()

T

& in D'(Tly),  (5.5)

where &' = £&(z,1), &' = &' (x,1), En’ = End(2,1), En' = E' (2, t) are distri-
butions (cf. the notation of Chapter 3), and (7, ¢;) is the Kruzkov entropy pair

77(U7k): |uik|7 Qi(uak):Sign(ufk) (fz(u)ffz(k))v q:(Q1a'~'an)v

where k is a constant. The distributions &;;, &, &y and &y; may depend on k,
but we assume that they are dominated by nonnegative Radon measures that do
not, i.e.,

|51,L| S duli’ |SII7;| S d,ulliv }5111i| S d,uIIIi7 |51Vi| S d,UzIVi. (56)

For ease of notation, we set

du, = Z X?dulia dpy = Z X;jdﬂniy

K2

d/u'III = Z X;‘idﬂnlia dﬂlv = Z X;‘id,uflvi7
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where the characteristic functions x¢ are defined in (3.57). Furthermore, we as-
sume that the approximate solution operators S; are such that the splitting solu-
tion ua; satisfies:

luse(0)] gy < C-

/ lune (@ + hyt) — uag(e, 8)] de < v (1Bl uar), (5.7)
Br(zo)
luat(z,t +7) —uar(z, t)| de <wrr (7] uaL) ,
Br(zo)

for some constant C' not depending on At and for some moduli of continuity
verr (-;uar) and wrr (-;uae) not depending on At or t.

Theorem 5.1. Let u be an exact weak entropy solution of (5.2), and let ua; be
the approzimate solution defined by (5.4). Let M > max; || fil[;, and let R be a
positive constant, then for all sufficiently small positive constants p, h, and 7, we
have

luae(+,T) = w(- . D)l 11 Bz < Nuat(+50) = ul-0)ll 118, ypr(zo))
+ Const ( B (p, h,7) + E™™(p b, 7)), (5.8)

where

B (p b, ) = wremr (T3 0) + vrg v (Vd hiw)

1 1
+ At (WR+MT,T(At + 7y u) + Wi, (AL + T UAt)) (E + ;)

1 1 1 1 1 1
+AtVR+MT,T(\/&h;UAt) (; + 7 + ,072 + ? + — + 7), (5.9)

MT
Emethod(p’ h, 7_) — (1 + 7> sup / d/lq( - t)
P 7 t€l0,T] JBrynir (o)

+ //(%dul-l- (% + %)dﬂu—f— (% + hip + %)dﬂm‘F dﬂ1v>a (5.10)
B(z,t)

and [;’(x,t) denotes the set {(x,t) | |t —xo| < R+ M(T —t),0 <t <T}. Fur-
thermore, we also have

||UAt( : 7T) —u(- ’T)HLl(Rd) < ”uAt( " 0) - u( s O)HLl(]Rd)
+ Const ( E;pht(h,T) + E;mthc’d(h, T) ) , (5.11)
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where
1 1 1
Egﬂethod(h,T) = sup / dp, (-, 1) + // (fdu,Jr —dpur + S dp + du,v),
te[0,T] JRd T h h
Ir
(5.12)
and

EP(h,7) = wr(riu) + vp(Vd hiu) + wr(m5uae) + vr(Vd b uae)

1
+ At [wr (At + 7y u) + wr (At + T uar)] 7

+ Atuvr (\/gh;uAO (% + %) (5.13)

Proof. We prove only (5.8) here. The proof of (5.11) is easier, and follows by
choosing a simpler test function. The essential ingredients in this proof are found
in Section 5.2 where we use this type of test function to show error estimates for
balance laws. Now for the proof of (5.8), let

Oy, = RY x [—¢e,T + €]

and extend ua; to Iy . by setting it equal to ua.(-,0) for t < 0 and ua(T) for
t > T’; and similarly for u. Lemma 3.15 says that

- // (n (uat, k) &t + q (uat, k) - Vm) dtde < & (At;¢) + I, (5.14)
Ir .
with
£860) =Y [100 1)l din (- t0) (5.15)
n,i R
1
+ d// ZX?( g ‘¢t| dlhi + |¢1l‘ dMni + ‘¢1i1i|d,uIIIi + |¢| d,U/IVrL')
IIr o i
a 1
L= dZ//(Xi - g)%‘ (uat, k) ¢z, dt de. (5.16)
i 7 .

Let the nonnegative test function ¢ be a function of two additional variables (y, s),
that is, ¢ = ¢(z,t,y,s) with ¢ € C((R? x [—¢,00))?). Fixing (y,s) € R? x
(—e,00), we take k = u(y, s). Integrating the entropy estimate (5.14) with respect
to y, s over Il . gives

- //// [’W(UAt(-T,t),U(y,S))(ZSt +q(um(x,t),u(y,s)) vx(ﬂ dtdx ds dy
Oy, xIp e (5'17)

< R* + R°,
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where the two error terms R° and R® are given as

R? ://Ildsdy

HTE

_dz //// X 1) = 5)ai (s, 1), u(y, ) b, dt dadsdy, — (5.18)

"Mr o xTr, .

O‘:/ Edsdy

HTE

—a>> [[[] xuste.0 (5 lorl dui (a1

n'l
M7, X7 .

+ |G, | dpar; (7, 8) + |y | Appare (2, 8) + [ @] dpry (1, t)) dsdy

+Z /// |6 (%, tni,y, )| dpy (. tn i) dsdy.  (5.19)

e XRd

Similarly, for each fixed (z,t) € Rd x (—¢g,00), we take k = uas(x,y) in the entropy
inequality for u. Integrating this with respect to x,t gives the inequality:

//// s),unt(z,t)) ¢s + q (u(y, s), uas(z,t)) .vy¢> dt d ds dy < 0.

Oy XMy e
(5.20)
By adding (5.17) and (5.20), we get

_ / / / / (1 (wae(@, 1), uly, ) (&1 + 65)

7 xIlr .
+q (uar(z, ), uly, 8)) - (Vad + Y, ¢)) dt dz dsdy < R® + R°.
Next specify the test function ¢. Namely, for any ¢, p, h, 7 > 0, we take ¢ to be of
the form
QS({E,t,y, ) 906,0( )Qh‘r(f_yvt_s)
Qpr(r—y,t—s) =0p(z—y) 0. (t —s),

where 8, and 4, are regularizing sequences (also denoted mollifiers) given by
6n(x) = h™%(x1/h)- -+ 6(zq/h) and é,(t) = 716(t/7) for even and nonnegative

C§° functions 6 and § with support in (—1,1) and unit integral on the real line.
Next, we choose ¢, , to be a sequence of the form

(5.21)

905,p(.’L',t) = ‘I’P($7t> wa(t)v
Vp(z,t) =1 =B, |z — zo| — (R+ M(T —1))),
we(t) :ﬂs(t) 765(t*T)a



5.1 Multi-dimensional scalar conservation laws 93

where f.(\) = f_AOO 0 (s) ds for € positive. Note that 8. tends to the characteristic
function of [0,00) and 9. € C*°((—¢,T +¢)) with 0 < 3. < 1. We also have that
¥, is a smooth approximation to the characteristic function of the set

{(z,t) | |z — xo] < R+ M(T —t)}.

It is easy to see that ¢., € Cg°(R? x (—,00)); 0 < ¢, < 1; 9., = 1 for
|t —20| < R+M(T—t)—p,0 <t <T;and ¢., =0for [x—xo| > R+M(T—t)+p
ort ¢ [—¢,T +¢]. In other words, ¢, , is an approximation to the characteristic
function of the set B(x,t) in (5.10). Also

XD_ (l’,t) < \Ilp(x;t) < XD+(I7t)a

where
Dy = {(z,t) | |z — x| < R+ M(T —t) £ p}.

Clearly
¢ + ¢s = (@a,p)u Vac¢ + Vy¢ = vac‘Pa,p-
Regarding derivatives, we have

e () = UL (2, 8) — M (0)5, (| — mo] — R~ M(T 1),

( )T/’e()p(‘x_lﬂ—R—M(T—t)).

Vm‘pe,p(xat) |£C _ |

Therefore, if M > max; || fil 14,

(uae(z,t), u(y, 8))@e,p(z, ) +Q(UAt(93 t),u(y, s)) - Vape p(,1)
—n(uAtxt y,s)z/J (v wg()p(|$—x0|—R—M(T—t))
(Mn (uaele, 1), uly, ) + ﬁq (uadla, 1), uly, 5)) - (« — w0))
< n(UAt (z,1), )1/1

It now follows that
— ////n (uae(m,t), u(y, s)YL() W, (2, ) (x — y, t — s) dt dedsdy < R® + R*.
eIy e
Writing
luat(x,t) — uly, s)| VL(t) = luas(z, t) — uz, t)[ ()
+ (luar(z,t) —uly, s)| — [uac(z, t) — u(z, 1) )¥L(t),

and estimating the latter term using the triangle inequality, we get the key in-
equality
0<I+R'+R"+R+R", (5.22)
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where
= //// 1 (uat(@, t), u(@, 1)) be(t)Cp(z, ), (v — y, t — 5) dt dz ds dy,
Ilr o xIlr .
R = [[[[ 0.0l 5) 1020 9,0 0000~ vt~ 5) dt dwdsdy,
IIr o xIlr .
//// Y, 1) [YL ()] Oy (2, 8) Q7 (x — y, t — 5) dt d ds dy.
IIr X1l .

We need to estimate each term in (5.22). Consider first |R?|. In this case we find
that

®< [ 7 [ 1.0~ uty.s)

IIr,e —€ Brymr—t)+p(To0)

X (0c(t) + 6.(t — T))on(x — y)o,(t — s) dt dz ds dy

< / I [ et~ utws) 6o = 50— ) dsayar

—€ Ilr,e Brym(r—t)+p(T0)

T+e
L B Y B TR

T—e Ir,e Brynm(r—t)+p(T0)

X 8. (t — T)p(x — y)o-(t — s) dx ds dy dt.

The first term can be estimated by

limsup/ / [ t—s)(/
e—0 — J—7—¢ BR+1\{(T7t)+\/Eh+p(IO)

X (/ on(xz —y) dx) ds] dydt
Bria(T—4)+p(T0)

S WR MT 4V b1 (T3 -

[uly, 1) — uly, )|)

A similar calculation for the second term yields for the sum

hmj(l)lp}R | < 20y pryvanter(Ti ). (5.23)
€

From an analogous estimate we obtain

lim sup |R® |<2VR+MT+fh+pT(\fh u) (5.24)

e—0
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The term I does not contain the absolute value of 9. (¢). Thus

1= [[[[ ntusite..ute.0) 6ute) - 6t - 1)

HTEXHTE

U, (x,t)Q.(x —y,t —s)dtdedsdy

// /_5 /BMM(T M(Z‘ON(:” ), u(2, 1)) 6 (£)0n (x — )6 (t — ) dt da ds dy

T+e
/// / 0 (une(@, ), u(z, 1)
Brym(r—t)— p(ro)

7,
X 8. (t — T)0p(x — )0, (t — ) dt dz ds dy

/ / -t — 5)/ N (ua(x,t),u(z,t)) dedsdt
—e J|t— s\<‘r Br4a(T—4)+p(T0)

I /| Selt = T3 (¢ =)

X /B 1 (uag(z, t),u(z,t)) dedsdt.

R+ M(T—t)—p(Z0)
Thus we conclude

limsup I g/ luas(z,0) — u(x,0)| do
B

e—0 R4+MT+p(T0)

_/B luae(z, T) — u(z, T)| de. (5.25)

R*p(IO)

We then estimate the term R®. In this case we have that (all test functions are
nonnegative, their derivatives are not)

w1 <a S [[[[ 13060 e+ 0up @0 a0

A X Tl
)d,uni(x7 t)

(ol + @esp | Qnr oo ) i’ (2,)

+(

(‘Pa,p)gg,i it e [(Qn,r)a,

- (1Fen)are,| e +21(920),,
+ @€,th,Td/J1vi(1', t):| ds dy

Regarding the individual terms in this integral we first find that

////Qos,pghrdﬂlv ztdey*//Saspxtd,ulv It // d,UfIv~

1_[T EXHn i n lmD+
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Furthermore,
//// <Ps,p|(Qh,T)m‘ du' () ds dy
Mp e xIp,;
1 Const
Sﬁ// ( / d)d,ul(:vt // du’.
niNDy B /gy (x) M, "Dy

Considering the term

|(Pep)e] Qnrdpn’ = Qnr WL (2, 1) — Mt (t)3p(p(2, 1)) dpur’,
where p(z,t) = |z — zo| — (R+ M(T —t)), we find

/// |(@e,p)t|Qh,7—du1i dS dy

HT,EXH’IL i
<[] —T) + Mo, (pla, 1)) dpr ()
n 'LﬂD+
i M d g, . i
<[ (Oe(t) +6.(t=T)+—)dt sup X' (-, 1).
tn,io1 P tE€[tn,i—1,tn,i] Y BrRyMT+p(T0)

Summing over n and ¢ we find
MT
Z \ Pe.p)y | rdin ds dy < <2+7) sup dpu( 1)
n,i pa e t€[0,T] Y Br4mr+p(0)

By similar arguments we find that

Const
][ eenttlonate vt = sulduiteyasay < =2 [ d,

Ir e I, 5 I, :ND4
; Const ;
T[] 16enlonnte vt = sty dsdy < [ s
Ir e xIly 4 P I, :ND 4
; Const ;
//// ‘P&/I(xat)’Qhﬂ'(x —y,t— 3)1111 dﬂlllz(xvt) dsdy < 72 / dpiy”,
7 e Iy 4 1L, :ND4
//// "Ps,p(xvt)xi , (x —y,t— 5)11 i(xvt) dsdy < C(;LHS‘G / d.umiv
Ir e X1y 4 pnn,iﬂDJr

i Const i
//// |<)087p(x5 t)xlxl Qh,r(x -y, t— S)dUIII (1’7 t) ds dy < PQ / d,Um .

7 e xIly 4 1L, :ND4
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Hence

lim sup |R| < Const

e—0

max; fl i T
(l+ﬂ> Sup/ dp (-, t)
p t JBrymrp(20)

1 1 1 1
+ //(;dMI + ( )dMII + (h2 + hf ﬁ)dﬂm + dﬂlv) 1 (5'26>
Dy

It remains to estimate R®. We use the same method that we used in the proof of
Theorem 3.17. Let p;(t) be given as

pi(t) =g (uAt(x7 t)a u(yv S)) d)(.l?, y,t, S)M

Thus

R < // / Z</t )dt_/tt"“ﬁi(t)dt)dxdsdy

n,i—1 n
Ir.e Brymr+p(x0)

- Z// / /ttn1 (Bi(t) — pi (tn)) dt

T,
IIr,e Bremr4p( TO)

_ /ttn+1 (pi(t) — pi (tn)) dt) dx dsdy

n

=2_(A1ni = L),

n,t

w=fl [ [ 00 aarasay

IIr,e Brymr+p(o) et
tn+1
I, = // / / (ﬁi(t) — P (tn)) dtdx dsdy.
tn
Ir,e Brimrip(o)

We have that

L= // / /t i(uae(z,t),u(y, s)) — qi(uae (@, t,) ,u(y,s)))

tn,i— 1
IIr,e Br+mr+p(z0)

X (e, p ), (tn) dt dz ds dy

// / /muww uly, )

IIr,e Brimr+p(z0)
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% ((Peor),, = (9e0r),, (b)) dt da ds dy
= Ivlm‘ + 1721,1*
Analogously,
I, =1I'+12.

Consider the first term, namely

Bl [[ [ [ et —uaten)

1. Br+mT+p(%0)

X ([(@p)as E)| Qs () + e p(tn) [(Qnr )i (8)]) dt dze ds dy.

Each term can be estimated as before, yielding

At 1
limsup |1 ;| < Const — wriarrp,r (At ua) (ﬁ + *)7

e—0

1
lim sup ‘[1| < Const At Wry mr4p,1 (At uAt) (E 4=

e—0

To estimate I2 ., we note that since ¢ is a test function, then

TLZ7

/Rd i (unt (Ystn) ,u (Y, tn)) d(x,y,t, )z, dz = 0.

Using this observation to estimate 12, we find that

nz’

// / /:7:71 i(uae(@,t),u(y, s)) — qi(uat (Y tn)  u (Y, tn)) |

Hr,e 3R+MT+p(Io

((0e,pQn.7)z; — (Pephr)e: (tn)) dtdzdsdy

// / /tn [ ai(uai(z,t),u(y, s)) — qi(uar(z, t),u (y, tn)) |

Hr . 3R+MT+p(Io)

st th T)r; (Sﬁg th 'r)m ( )) dtdzx ds dy

// / / gi(uae(@,t),u (Y, t)) — i (uae (v, tn) s u (y,t)) |

n i—1
r,e Brymryp(x

((QDE,th,T):Di - (@s,thﬂ-)mi( n)) dtdxds dy
=12+ 127

n,:’

and similarly
D R
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It follows that
. At 1 1
limsup || < Const — wp arpy iy vanr (A +750) (* +—
e—0 d P ’ h p
o (5.28)
2,1 '
lllglj(l)lp |2t | < Const Atwp wrry pyvans (At +T5u) (ﬁ +;

We write

// / /n » gi(uae(z,t),u(y, tn)) — qi(uar (x,tn) ,u(y, tn))]

It . BR+MT+p zo)

905 th‘r T; 905 th ‘r)z ( )) dtdx ds dy

N [ sty )

7, e Brym1+p(%0)

—q; (uAt (y, tn) , U (yv tn)):l
((905 th,‘r)xi - (‘Pe,th,T)xi (tn)) dt dl‘ dS dy
e

We also split 12?2 in a similar way,

2,2 _ 12,21 2,2,2
I =1+ 1%

n

We have already established the bounds

lim sup
e—0

At 1
‘ < Const T WREMT+p,T 7 (At;uag) ( +

1
h
o (5.29)
lim sup |12 2 1| < Const At Wrt mT+p,1 (At uAt) ( + n)
e—0

What remains is to estimate

7222 _ 11222

n,i

// / gi(uae (z,t0) ,u (Y, tn)) = gi(uae (Y, tn) s u (y, t0))]

IIr.e Bremr4po(xo)

X [/ - ((¢E7PQh,T)-'Ki - (‘Ps,th,T)’M (t”)) dt

n,i—1

o~

Q=

t,L+1
/ (Pepr)es — (Pep O r)a (b)) db| duds dy

// / gi (uar (z,tn)  u (Y, tn)) — gi(uae (Y, tn)  u (Y, ta))]

IIre BrimT4p(T0)
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tn,i tn+1
X [/ (905 th T)CE dt — */ 4,05 th 7-);5 dt‘| d!IJdey

tn,i—1 tn

For any differentiable function h(t)

tn,i 1 tn,+1
h(t)dt — /
f o=

n,i—1 n

/tn“ (t —tn)/d+tni—1) — h(t)) dt

n

1

~d

1 nt1 n)/d+tn, i1 W

=2 / / M (E) de dt.

n+1 n+1
/ / ¢)| d¢dt

trnt1

=S ) ar

tn

Thus

tn,i 1 tn+1
h(t)dt — - /
[ o

n,i—1 n

Using h(t) = (¢c,ph,r),, , we find
h/(t) = (@E,p)xit Qhﬂ' + (‘Ps,p)xi (Qhﬂ')t + (‘Ps,p)t (Qh,‘r)xi + ©ep (Qha"')x,;t .

Then also I23% — 11222 will consist of the corresponding four terms. We now
estimate the ﬁrst of these Recall that

(ep) e (8) = Ve (£)0,,(p(x, 8)) M + (0 () — 8- (t — T)) 6, (p(x, 1)).

Furthermore
0<Z/ 6-(t —T)| dt < 2d.

Using the bounds

Const Const
0,(p(z,1))| < —5—, and [3,(p(z,1))| :
p P
we find that
imsup Y0 /[ [ Tas(use (o) 1) = as(use (ta) c0:82)]
e—

n,t
IIr,e Br+mr+p(z0)

1 nt1 p(t—tn)/d+tn i1
. g/ / (9054’)%15 (ﬁ,f)Qh,ﬁ(x,f,y?s) dédtdx dsdy
tn

<SS et ustpt)

U7 . Bremrep(o)



5.1 Multi-dimensional scalar conservation laws 101

tni1
X /

n

1 1
< Const At VR+MT+p,T(\/gh;UAt) (; + ?)

(Pt (2:0)| Qnr (@1, 5) dt d ds dy

Using analogous arguments for the remaining three terms, we find that

lim sup Z

e—0

222
I 1'222

1
S Const At VR+MT+p,T(\/ah; uAt) (p + ;

Summing up, we have that

limsup |R*| = hmsupz |d L, ; — In| (5.31)
e—0 e—0

< hm sup Z (

(] (2 o) 4 a2 - 2]

n,i

< Const l(wR+MT+p+ﬂh,T(At+T;u) + WRy T pivaART (At+7;um))

1 1 1 1 1
At (Vaniuad) (= = 4=
+ Atvpy vt (Vdh;uag <p+p +p +h+ph+h7>1

Combining (5.24), (5.25), and (5.26), and using the continuity of the norms to
absorb small constants into one R, finishes the proof of the theorem. O

Remark 5.2. If we set S’ to be the exact solution operators, the error term
Emethod yanishes. Furthermore, if ug is of bounded variation, then

vrr(hiuae) < |[uollgyh,  vrr(hiw) < [lugllgyh,
wr,r(h;u) < Const [|ug|lgyh, and wrr(At;uay) < Const [Jug||gy At

Then choosing 7 = p = h we find that
At
||u(~’T)7U,At('7T)||L1(Rd) SCOnSt 7+At+h .

Minimizing this with respect to h, we find that
”u( : 7T) - uAt( ' aT)”Ll(]Rd) < Const v At,
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as At — 0. Hence, dimensional splitting using exact solution operators has a
convergence rate of 1/2, as shown in [139, 257].

We shall here present two realizations of S} that fit into the convergence frame-
work developed in Chapter 3; namely, the front-tracking method and the char-
acteristic Galerkin method. Let us first mention that the monotone difference
schemes also fit into our convergence framework. We omit, however, the details
since dimensional splitting combined with monotone schemes is analyzed in [71].

The front-tracking method. Our first example is provided by the front-tracking
method [117, 118, 126]. As explained in Chapter 4 the front-tracking method for
a scalar conservation law is based on replacing the flux function with a continuous
and piecewise linear approximation and the initial data by a piecewise constant
approximation, and then solving the resulting perturbed problem exactly.

Next, let us briefly describe dimensional splitting combined with front tracking,
see, e.g., [125] for details. Consider a uniform Cartesian (rectangular) grid defined
by the grid size Az > 0 and let m be the usual first-order projection (grid block
averaging) operator defined on this grid. Furthermore, let f? be the piecewise
linear approximations to f;, and S’f’é the solution operator associated with the
corresponding one-dimensional equation. We shall assume that § and Az are
related to At so that all three tend to zero together The fully discrete dimensional
splitting formula is defined by letting Si*° = 7 0 §° and u® = 7ug.

‘We now use the convergence framework developed in Chapter 3 and in this sec-
tion to investigate the convergence properties of the product formula (5.4). First,
it is well-known that the solution operators SZ ** do not introduce new extrema so
that [|uat|| e is uniformly bounded by [|ug||,. Consequently, the local integrabil-
ity condition (3.45) holds. In fact, the following stronger (non-local) integrability
condition holds: ||uas(-,t)[|; < ||u0||1

After [161], it is well-known that the operators Sf are L! contractions. This is
also true for the operator m. Thanks to translation invariance, it follows for any p
that

/]Rd luat (x4 pes, t) — ua(x, t)] de < /]Rd luo (z + pe;) — ug(z)| de.
Since ug is integrable, it follows that it has a modulus of continuity. Hence
Z/Rd luat (x + pes, t) — uat(x, t)| de
i
<3 [ oo ot pe) o) e =l ).

Thus the space estimate (3.46) holds.
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Next, let us show that the weak time estimate (3.47) holds. To this end, let v
be a weak solution of the one-dimensional problem

v +g), =0, zeR, t>0, V|t=0 = vo. (5.32)

Let aj, be a smooth approximation to the characteristic function of the interval
[t,s] and set pp(x,t) = ap(t)p(z) for some test function . Inserting this into the
weak formulation of (5.32), and letting A — 0, we find that

/ch(x) (v(z, s) —v(zx,t)) doe + /R /ts wrg(v)dtde = 0.

| [ ola) wles) = o) de | < Nl Iolgsgo Il ls =l (539

Thus

In view of this linear estimate, we can easily deduce
‘/ (une(@,t +7) — ung(@, 1)) $() dx| < Const, |Vl o gy 171
B

and thus (3.47) holds. In passing, we note that if v is of uniformly bounded
variation, then the above reasoning yields

[o(-,8) =o(-, )]l L1y < sup /<p(w)(v(x,8)*v(w,t))dw

lp|<1

~ sup / / e (@)g(v) dt dz < |lgl 5 ol £ — s1.

lpl<1

By Remark 3.5, ua; also possesses a temporal modulus of continuity,
w (h;uas) = Const (\/ﬁ—i— v (\/E, um)) .

Using Theorem 3.13, there exists a subsequence of {ua:} that converges in
L} (II7) to some limit wu.

To ensure that the limit function is a solution of (5.2), we need to derive an
entropy estimate for the front-tracking method and verify that the error terms in
this estimate tend to zero in a suitable manner as At — 0. This is identical to the
estimates (4.23)—(4.25) and (4.26), which in this case read

duli( 1) <v(Axz;ug),
Rd

[t <0, (Aai) 3 ol e il 8. (630

/ d,uwi( ) <v(Az;ug) .
Rd
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For convergence rates, the ‘method’ term (5.12) is

1 1
E‘;‘ﬂet}md(h7 T)= / dp; + // —dpy + —dpy + dpy
R4 or T h

< (T+1)v(Az;up)

v(Az; ug) . 3max; HfiHLip (1/ (Am;uo) + ||“0||L1(Rd) 6) (5.35)

T
+ T h

1 1 )
< Constr <V (AfE;UO) <1 + - + h) + h) s

where we have assumed that Hfi(SHLip < 3||fillpip- In our case, since vr(h;u) <
v(h;ug) and vr(h;uat) < v(h;ug), the ‘split’ term (5.13) is

Ezplit(h7 7) = wr (T5u) + 2V (\/Eh; uo) +wr (T uar)

1 1 1
+At[wT(At+T§u)+WT(At+T§UAt)]E+AtV (\/ﬁh;uo) <h+hr>’

The moduli of continuity v and w can be chosen to satisfy v(v/dh; u) < Constgv(h, u)
and w(At+7;u) < Const(w(At; u)4w(7;u)). Furthermore, we have that the initial
error satisfies

HUO - u0||L1(]Rd) < I/(Al’; UO)'

If we use this and h = 7, we find that
luae(-,T) = u(-, T)l| 1 may < Const (Ey°(h) + E;PN(h))

h
At

+ (wr (At;u) + wr (At;uat)) o

(ot 2 s vism) (1 1) 7]

Now, if the initial data are of bounded variation, all the moduli of continuity can
be chosen to be linear, and we end up with

< Const [W (hiu) +wr (A uar)) (1 4 At)

Az + At 4+ At? 46
”uAt(,’T)_u(.7T)||L1(Rd)gConst(AI+At+h+ T+ 2_ + ),

and minimizing with respect to h gives
uac(+,T) —u(-, T)|| 1 (ray < ConstvV At + Az + . (5.36)

If ug is less regular than B.V., we can then obtain other convergence rates for the
front-tracking and dimensional-splitting method. Summing up, we have proved
the following theorem:
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Theorem 5.3. Suppose ug € L*(RY)NL®(R?) and f1,..., fa € Lipioc(R). Define
a sequence of functions {ua:} by (5.4), where the front-tracking method is used to
solve one-dimensional conservation laws. Then there exists a subsequence of {uat}
that converges to an entropy weak solution of (5.2). If ug € L>=(R%) N L'(R%) N
BV (R?), then the convergence rate is 1/2.

Remark 5.4. Convergence of dimensional splitting with front tracking was first
established in [125] in the case ug € L (RY) N L> (R?) N BV (R?). Convergence
rate estimates for dimensional splitting methods were first proved independently in
[257] and [139]. In Theorem 5.3, we obtain convergence in the case ug € L' (R?) N
L> (Rd). However, we can relax this requirement to ug € L™ (Rd). If we (for
simplicity) consider the semi-discrete splitting, then this can be done as follows:

In [161] it is proved that the solution operators S} are L' contractions on any
ball B,.. Let L > 0 denote the common Lipschitz constant of the f;’s. We can then
use the localized L' contraction result [161] to obtain

Z/ luar (z + pe;, t) —uar(x, t)| de
/B,

< sup Z/ luo (z + ee;) — ug(x)| dx =: v (|p];ug) -
lel<lpl 7~ /Br+Lt

Since ug € L' (B, + Lt), it follows that v,.: [0,00) — R is a continuous function
with ,(0) = 0. Hence, the space estimate (3.46) holds. Similarly to the proof of
Theorem 5.3, we can use this space estimate to conclude the desired convergence.

Dimensional splitting in practice. Dimensional splitting is a simple and inex-
pensive way to extend the high-resolution methods introduced for one-dimensional
conservation laws in Appendix A to multi-dimensions. In two dimensions we tem-
porarily use the notation

U + f(u):c +g(u)y =0 u(a:,y,()) = Uo(ﬂ?,y).

In Algorithms 5.1.1 and 5.1.2 we detail the dimensional splitting algorithms for
front tracking and finite volume, respectively. In Algorithm 5.1.2 the numerical
flux functions are denoted by F' and G.

A particularly efficient splitting method is obtained when front tracking is used
to approximate the one-dimensional subequation (5.2), see [116, 124, 125, 139, 180,
182]. In its simplest form, the splitting method is defined over a uniform rectan-
gular grid onto which the one-dimensional, piecewise constant front-tracking solu-
tions are projected after each directional sweep. If we let m denote the projection
operator and S; % the one-dimensional front-tracking operator, the corresponding
fully discrete operator splitting reads

w(xy, ..., Ty, NAL) & [WSZLt’é e WSXf]nﬂ'uO(Il, ey X)) (5.37)
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Algorithm 5.1.1 Dimensional splitting with front tracking in 2-D

Define a uniform grid [2;_1 /2, Zi11/2] X [Yj—1/2, Yj+1/2]-
Construct a piecewise constant initial function u°(z,y) = mug(z,y)
Set t =0 and At =T/N
Forn=0:N-1
For each row j =1,..., N,
Use front tracking to compute solution v(z, At) of
ve+ f(v)z =0, v(z,0) :un(wvyj)
Project solution back onto grid:
w2 (2, y) = mo(z, At),  yi—12 <Y < Yjr1/2

end
For each column ¢=1,..., N,
Use front tracking to compute solution v(y, At) of
v+ g(v)y =0, v(y,0) =u"(zi,y)
Project solution back onto grid:
utH (z,y) = mu(y, At),  Ti_12 < T < Tigga
end

end
Set u(z,y, T) = u¥ (z,5y).

Algorithm 5.1.2 Dimensional splitting with a conservative scheme in 2-D

Define a uniform grid [2;_1 /2, Zi11/2] X [Yj—1/2: Yj+1/2])-
Construct an initial function ug
Set t =0 and At =T/N
Forn=0:N-1
For each row j =1,..., N,

» IVy
Fori=1,...,N,
n+1/2
upy T =l = Ay = F )
end
For each column i =1,..., N,
For j=1,...,N,
n+l _  n+1/2 n+1/2 n+1/2
Upj =Wy — )‘[Gj+1/2 - ij1/2]
end

end
Set u(z,y,T) = u™ (z,y).
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Recall that there are three discretization parameters: the time-step At, the grid
size Ax;, and the parameter § determining the approximation of Riemann fans.
For scalar problems ¢ is the interval length in the piecewise linear approximation
of the flux function and for systems, ¢ determines the size of the jumps used to
approximate continuous rarefaction waves, see Appendix A.7. The front-tracking
algorithm is unconditionally stable and this gives a natural freedom when choosing
the size of the splitting step in (5.37).

Now we shall exhibit several concrete examples, attempting to verify the con-
vergence of dimensional spitting combined with front tracking, as described in
Theorem 5.3. In Chapter 6 we will use dimensional splitting for systems of equa-
tions, in which case there is no theory available.

Example 5.5. In the first example, we consider a linear advection equation de-
scribing rotation around the origin

Ut — Yug + Uy =0, u(z,y,0) = uo(z,y). (5.38)

Strictly speaking, this equation is not covered by our theory, since the flux func-
tions depend on the location, f(u) = —yu and g(u) = zu. However, when we
apply the splitting we solve u; — yu, = 0 for y constant, and u; + zu, for x con-
stant. Hence for this example the arguments proving Theorem 5.3 remain valid.
Since the equation is linear, better convergence rates can be obtained depending
on the regularity of the initial data. Also, since the flux functions are linear (and
especially piecewise linear) the parameter ¢ is superfluous.
We will use two sets of initial data: a smooth Gaussian bell function

ug(z,y) = exp[—20((z — 0.6)> + ¢?)], (5.39)

and a discontinuous profile

1, if(z—0.6)%+y> <01
2(az:,y)—{’ if (z = 06" +y" < .16, (5.40)

u )
0, otherwise.

To compute approximations we use the front-tracking method (5.37). Table 5.1
gives the result of a grid-refinement study of the solution after one revolution for
the two initial functions u} and u3. The errors are measured in the discrete L
norm using a numerical quadrature rule. For smooth initial data, the operator
splitting converges with a rate equal to its formal accuracy of order 1 in L'.
For discontinuous data, the convergence rate drops to % This indicates that for
nonlinear equations, where discontinuities develop independently of the regularity
of the initial data, this rate is optimal. However, for many non-linear equations
discontinuities can be “self-sharpening”, and this can increase the observed rate.

Example 5.5 and numerous other experiments run by the authors verify that
the estimate of order 1/2 is sharp for linear equations. In the current algorithm the
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Table 5.1. Estimated L' errors and convergence rates after one revolution on an n X n
grid for initial data (5.39) (top) and (5.40) (bottom).

n v=20 v=4.0 v =28.0 v =16.0

25  1.420e-01 —  1.023e-01 —  8.624e-02 —  2.715e-01 —
50  9.362e-02 0.60 5.976e-02 0.78 3.870e-02 1.16 5.913e-02  2.20
100  5.621e-02 0.74 3.376e-02 0.82 1.936e-02 1.00 1.703e-02 1.80
200  3.158e-02  0.83 1.797e-02 0.91 9.960e-03 0.96 6.727e-03 1.34
400  1.690e-02  0.90 9.323e-03  0.95 5.024e-03 0.99 3.132e-03 1.10
800 8.798e-03  0.94 4.764e-03 0.97 2.535e-03 0.99 1.536e-03 1.03

25 5.042e-01 —  3.829e-01 —  3.203e-01 —  8.718e-01 —
50 3.578e-01 0.49 2.558e-01 0.58 1.879e-01 0.77 1.736e-01  2.33
100  2.531e-01 0.50 1.815e-01 0.49 1.293e-01 0.54 9.713e-02  0.84
200  1.797e-01  0.49 1.278e-01  0.51 9.132e-02 0.50 6.497e-02  0.58
400 1.274e-01  0.50 9.036e-02  0.50 6.424e-02 0.51 4.577e-02 0.51
800  9.030e-02  0.50 6.390e-02  0.50 4.535e-02 0.50 3.216e-02  0.51

low order comes from the smearing introduced by applying the projection operator
to discontinuous data, which is of order O(Az'/?). Since the equation is linear,
there will be no self-sharpening mechanisms inherent in the equation to counter-
act this smearing (see the discussion in Section 4.3). For nonlinear equations,
a self-sharpening mechanism will usually counteract the smearing induced by the
projections. Convergence rates closer to 1 will therefore be observed in practice, as
will be seen in the next two examples. Further numerical experiments for dimen-
sional splitting with front tracking for scalar conservation laws have been reported
in [125, 180, 182]. Similar grid-refinement studies for systems of conservation laws
can be found in [116, 124].

Example 5.6. Consider the inviscid Burgers’ equation,

+ (%UQ) =0, U(.’L‘,y70) = U()("E,y)~

us + (3u°) ,

x

As initial data we choose two Riemann problems,

0.5, z >0,y >0, —0.5, >0,y >0,
0.25, <0,y >0, 0.25, <0,y >0,
up(z) = * Y and ud(z) = . 4
—-0.5, =<0,y <0, 0.5, <0,y <0,
0.25, x>0,y <0, 0.25, x>0,y <0.

Here u}(x) gives a pattern where the four original constant states are separated

by two pairs of rarefaction waves. For each pair, the two rarefaction waves meet
in a sharp kink along the line y = z, see Figure 5.1. For u(z), the wave pattern
consists of the four constant states separated by six shocks forming two triple
points at (3t/8,—t/8) and (—t/8,3t/8).
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Initial data Solution: k'=0.5, k*=-0.5 Solution: K'=-0.5, k*=0.5

< u=0.5
i
u=0.25 2 u=0.25
u=0.25 u=k' u=-0.5
u=y/t
s~
N =
u=y/t y=—v8
u=x/t
u=k? u=0.25 u=0.25 u=0.5
x x u=0.25
: 5 i
u=-0.5 | 3 2
2 2 g

Figure 5.1. Initial data and exact solution for the two two-dimensional Riemann prob-
lems.

Table 5.2. Estimated L'-errors and convergence rates at time ¢t = 0.5 for Burgers’
equation with initial functions u{ (top) and u3 (bottom).

N, v=1 v=2 v=4 v=2_8 v =16

32 1.48e-02 —  1.03e-02 —  7.34e-03 —  7.27e-03 — — —

64  9.52e-03 0.63 6.63e-03 0.64 5.18e-03 0.50 3.67e-03 0.99  3.65e-03 —
128  5.99e-03 0.67 4.14e-03 0.68 3.32¢-03 0.64 2.58e-03 0.51 1.83e-03 0.99
256  3.67e-03 0.71  2.53e-03 0.71  2.07e-03 0.68 1.63e-03 0.66 1.25e-03  0.55
512 2.19e-03 0.74 1.50e-03 0.75 1.27e-03 0.71  1.00e-03 0.70  7.70e-04 0.70

1024  1.28e-03 0.78 8.70e-04 0.79 7.53e-04 0.75 6.07e-04 0.73 4.91e-04 0.65

32 8.36e-03 6.22e-03 5.86e-03 1.17e-02
64  4.30e-03 0.96 3.12e-03 1.00 2.93e-03 1.00 5.86e-03 1.00 1.17e-02 —
128  2.17e-03  0.99 1.56e-03 1.00 1.46e-03 1.00 2.93e-03 1.00 5.86e-03 1.00
256  1.09e-03 1.00 7.79e-04 1.00 7.32¢e-04 1.00 1.46e-03 1.00 2.93e-03 1.00
512  5.43e-04 1.00 3.90e-04 1.00 3.66e-04 1.00 7.32¢e-04 1.00 1.46e-03 1.00
1024  2.72e-04 1.00 1.95e-04 1.00 1.83e-04 1.00 3.66e-04 1.00 7.32¢-04 1.00

Table 5.2 shows estimated L' errors and convergence rates for a grid-refinement
study using the dimensional-splitting method with front tracking. For the dis-
cretization of the flux function we have used parameter §, = 0.01. Here we
observe slightly higher rates compared with Example 5.5. For uZ, the strong self-
sharpening effects present near the shocks will counteract the smearing introduced
by the projection operator leading to a convergence rate of approximately 1 for
all v under consideration. For the smooth solution resulting from u}, the self-
sharpening effects are much weaker, thereby giving a lower convergence rate.

Example 5.7. In the next example, we consider initial data which equal —1 and
1 inside two circles of radius 0.4 centred at (0.5,0.5) and (—0.5, —0.5), respectively,
and zero elsewhere inside the square [—1,1] x [—1,1]. Each circle will give rise to
a leading circular shock wave and a lagging rarefaction wave propagating towards
the origin. As the two leading shocks interact, they form a stationary shock aligned
with the line y = —x. To form a more complex wave pattern, we rescale the y-flux
of Burgers’ equation slightly,

us + (3u°)
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Figure 5.2. Reference solution at time ¢ = 2.0 to the “almost Burgers” equation computed
on a 2!t x 2% grid.

Table 5.3. Estimated L'-errors and convergence rates at time t = 2.0 for the “almost
Burgers” equation. The errors are computed relative to a reference solution computed
on a 2!t x 2% grid.

N, v=2 v=4 v=2_8 v =16 v =32

32  1.71e-01 —  1.58e-01 —  2.23e-01 —  3.07e-01 —  4.99e-01 —
64 1.09e-01 0.65 9.75e-02 0.69 1.30e-01 0.78 2.15e-01 0.52 3.12¢-01  0.68
128  6.64e-02 0.71 5.67e-02 0.78 7.28e-02 0.83 1.19e-01 0.85 2.14e-01  0.54
256  3.70e-02 0.84 2.97e-02 0.93 3.76e-02 0.95 6.18e-02 0.95 1.14e-01  0.90
512  2.04e-02 0.86 1.48e-02 1.01 1.84e-02 1.03 3.12¢-02 0.99 5.87e-02 0.96

As a result, the leading shock waves will ‘finger through’ the outskirts of the
opposite rarefaction region, leaving behind a secondary curved shock, as seen in
Figure 5.2. Table 5.3 shows the result of a grid-refinement study. As above, the
observed order of convergence is above the theoretical value of 1/2, which can be
explained by the presence of strong shelf-sharpening effects in the shock regions.

Error mechanisms and computational efficiency. Two sources of errors con-
tribute to the total error in dimensional splitting. Temporal splitting errors arise
since we split the multi-dimensional equation into a sequence of one-dimensional
problems. Loosely speaking, we can say that the temporal error determines how
well we are able to resolve the dynamics of the problem. Obviously, the temporal
error decreases with decreasing splitting steps At. The other source of error comes
from the discretization of each individual subequation. We will henceforth refer
to this error as the spatial error. The name comes from the observation that if the
discretization method is sufficiently sophisticated to resolve the dynamics of the
one-dimensional subequation, the associated discretization error will be reflected
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Figure 5.3. Contour plots of the rotating cylinder at time ¢, = 2nw/5 for n = 1,...,5.
The number of time-steps is 20, 40 and 80 from left to right corresponding to CFL
numbers 15.7, 7.9, and 3.9, respectively.

in the spatial resolution of the waves present in the approximate solution.

For the splitting method (5.37) using front tracking, the main spatial error
contribution comes from the projection onto the regular grid. This error increases
with decreasing At since the number of times the projection is applied is inversely
proportional to At. The accuracy of the one-dimensional front-tracking algorithm,
on the other hand, grows linearly with Atd, cf., (5.35). Altogether this means that
there are two error mechanisms that work in opposite directions: the temporal
error decreases with decreasing At and the spatial error increases with decreasing
At. To minimise the overall error we must therefore find the minimum where the
temporal error balances the splitting error.

To illustrate the two error mechanisms we revisit Example 5.5.

Example 5.8. Consider the rotation of a cylinder around the origin as described
by (5.38) with initial data given by (5.39). Since the flux function is linear, the
front-tracking algorithm will be exact, (f = f° and g = g°) and the only sources for
error are the projection and the directional splitting of the equation. Figure 5.3
shows the temporal evolution of the cylinder computed with twenty, forty and
eighty uniform time-steps on a uniform 100 x 100 grid. With only twenty time-
steps, the cylinder is quite deformed during the rotation but retains a sharp profile.
Eighty time-steps, on the other hand, gives an adequate representation of the
rotating cylinder but also introduces considerable smearing due to the increased
number of projections. Let us also revisit the grid-refinement study reported in
Table 5.1. For fixed grid size with n > 25, the error after one rotation decreases
with increasing CFL number. This gives a clear indication that the projection
error gives the major contribution to the total error at time t = 2w. However,
judging from Figure 5.3 it is likely that the splitting error has reached a local
temporal minimum because of cancellations due to the symmetry in the problem.
If we now plot the error versus runtime as in Figure 5.4, we observe that the
highest computational efficiency is observed for v = 16. The only exception is on
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—e—  CFL=20 —e—  CFL=20
——  CFL=40 —— CFL=40
—+—  CFL=8.0 —*— CFL=80
—e— CFL=16.0 —e— CFL=16.0

L'-error
L'-error

Figure 5.4. Errors in L' norm versus runtime for the grid refinement study in Table 5.1.
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Figure 5.5. Errors in L* norm versus runtime for the grid refinement study in Table 5.2
for initial data u$ (left) and ug (right).

the 25 x 25 grid, where the five splitting steps corresponding to v = 16 are not
sufficient to resolve the dynamics of the problem properly.

Example 5.8 demonstrated that the dimensional-splitting method based upon
front tracking has the ability to take large time-steps for the linear advection
equation. Let us now revisit Example 5.6 to see if the same is true for the nonlinear
Burgers’ equation.

Example 5.9. Figure 5.5 shows plots of the L' error versus runtime for the grid-
refinement studies reported in Table 5.2 for initial functions u$ and ug. Initial
function u} gives a smooth Riemann solution where the four constant states are
separated by two pairs of rarefaction waves. Since the solution is piecewise smooth,
we might have expected to obtain first-order convergence. This is clearly not the
case in the upper half of Table 5.2. The reason is the influence from the projection
operator. Due to the special symmetry of the problem, the solution can in fact
be resolved by a single Godunov splitting step. With a single step, we also obtain
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Table 5.4. Convergence of the operator-splitting solution for u$ with a single time-step
on a sequence of N, x N, grids.

N 32 64 128 256 512 1024

error 7.27e-03 3.65e-03 1.83e-03 9.15e-04 4.58e-04 2.29e-04
rate — 0.994 0.997 0.999 0.999 1.000

Table 5.5. Convergence of the operator-splitting solution with N, splitting steps on a
1024 x 1024 grid. Here we have used §,, = 1073,

Ny 64 32 16 8 4 2

error 7.63e-04 6.38e-04 5.20e-04 4.16e-04 3.24e-04 2.29e-04
rate — 0.258 0.293 0.324 0.361 0.498

the expected first-order convergence, see Table 5.4. When the rarefaction wave
from the first hyperbolic step in the z-direction is projected onto the grid, the
linear wave is replaced by a staircase function. After the next hyperbolic step in
the x-direction, the solution will consist of a set of constant states separated by
rarefaction waves unless the step is sufficiently large. This means that after a few
projections, the linear rarefaction profile will be represented by an irregular step
function that appears to have small kinks. For a fixed grid, the error will therefore
increase with the number of splitting steps, as can be seen from Table 5.5. In the
grid-refinement study for u$ in Table 5.2, the highest efficiency is thus observed
for v = 16.0, since the runtime increases with increasing number of time-steps.
Initial function u? gives a discontinuous solution where the four constant states
are separated by six shocks forming two triple points. Resolution of the triple
points and the shocks that are not aligned with the grid directions improves with
increasing number of splitting steps. This is reflected in the error in the lower
half of Table 5.2, which has a convex behavior as a function of v for fixed grid
size. With many splitting steps, the error is dominated by the smearing of the
discontinuities caused by the projections, and with few splitting steps the error is
dominated by the splitting error; The highest efficiency is observed for v = 4.0.

A key point when using an operator-splitting algorithm is how to choose the
splitting step. For splitting methods based upon explicit schemes such as Algo-
rithm 5.1.2, it is natural to let the size of the splitting step equal the time-step
used in the one-dimensional schemes. This (local) time-step is restricted by a
CFL stability condition and the size of the splitting step will therefore be related
to and restricted by the spatial discretization. The front-tracking method in Al-
gorithm 5.1.1 is unconditionally stable and does not offer a “natural” choice for
the splitting steps. Hence, we can let the size of the splitting step be determined
by the underlying dynamics of the equation and not by the spatial discretization.
Often this allows for splitting steps corresponding to CFL numbers well above
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Figure 5.6. Comparison of errors in L' norm versus runtime for the front-tracking method
(FTds), dimensional splitting with the Nessyahu—Tadmor scheme (NTds) and the multi-
dimensional Nessyahu-Tadmor scheme (NT2d). The initial functions are Riemann prob-
lems given by uf (left) and w3 (right).

unity, which in turn means that the front-tracking method will be significantly
faster than a conventional finite-volume method. This claim has been supported
by numerous computer experiments, some of which are reported in for instance
[120, 180, 182]. Here we illustrate the point by once again revisiting Example 5.6.

Example 5.10. Figure 5.6 shows a plot of the error versus runtime for the most
efficient front-tracking runs from Figure 5.5 compared with two central-difference
methods. The method NTds is the second-order Nessyahu—Tadmor scheme (see
(A.26) in Appendix A.6.1) extended to two spatial dimensions by use of dimen-
sional splitting as in Algorithm 5.1.2. The method NT2d is the multi-dimensional
version of the Nessyahu—Tadmor scheme, see (A.26) in Appendix A.6.1. Several
points can be observed. First of all, we notice that the front-tracking method is su-
perior for the case with six shocks. For the rarefaction case, we see that although
the front-tracking method is more efficient on coarse grids, the central schemes
converges faster and will eventually be more efficient. Comparing the two central
schemes, we see that the splitting scheme gives almost the same resolution as the
unsplit scheme. However, since the operational count of NTds is higher than for
NT2d, the unsplit scheme is more efficient. Notice that this is atypical behavior
for finite-volume schemes.

As we have seen above, there are two sources of errors for dimensional splitting
with front tracking: splitting errors that are also present when using a finite-
volume method in each direction, and smearing errors introduced by the projec-
tions from the irregular front-tracking description and back onto the underlying
grid. For CFL numbers around unity, the latter is dominant. Increasing the CFL
number to well above unity reduces that diffusion, but does not increase the split-
ting errors significantly. Typically, we observe feasible CFL numbers in the range
of 10-20. Dimensional splitting with front-tracking is therefore superior to the
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finite-volume method for cases that are dominated by strong shocks, but where
the underlying dynamics is relatively simple. More complex examples will be given
in the next section, where we study applications to porous media flow, which has
been a driving force behind our development of computational methodologies and
the subsequent mathematical analysis.

The Euler characteristic Galerkin method. In this method [186] one seeks
an approximation to the weak entropy solution of the one-dimensional conservation
law

Ut +f(u):v =0,

J

where {¢;} is a family consisting of piecewise constant or piecewise linear functions.
In the standard ECG method, properties of the characteristics of the conservation
law are used to establish the relation between the values w,, and wu,;. Then this
relation and the Galerkin projection are employed to generate the ECG scheme of
the form

at time ¢,, of the form

<un+1 —u”, ¢Z> =—At <f/ (un) 7(I>?> )

where
. B 1 yn () B . A
() = f’(u"(a))At/ X oi(s) ds, yn(a) = z(a) + [ (u" (@) At (5.41)

where (z(a),u™(«)) is a continuous parametrization of (z,u") in the (z,u)-plane.
For the purpose of obtaining a higher order of accuracy, u™ on the right-hand side
of (5.41) is replaced by a physically more acceptable function @,. The authors
[186] describe two procedures for constructing ,: continuous linear recovery and
discontinuous linear recovery. The convergence of the methods discussed is exam-
ined in L°°([0, 7], L}(R)), 0 < T' < oo, and it is proved that the limit function of
the approximation constructed in the ECG scheme, with either of the recoveries, is
an admissible solution of the conservation law. There are also some computational
examples presenting the results of the ECG schemes with and without recovery
for the linear advection equation and the inviscid Burgers equation. In [187] the
authors extend the method to two and three space dimensions, and show the same
convergence.

The details of the method are beyond the scope of this exposition, we only
note that by a result in [39], it holds that

n(u), + Zqz(u)m < Const sup |ult =: C, t€]0,T], (5.42)
where the constant depends only on f; and ||7]|;,. Using this in Theorem 5.1, we

see
Emethed — 0 (AY). (5.43)
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For simplicity we have ignored the error produced by discretization of the initial
data as this will not affect the overall result.

Remark 5.11. If we use Theorem 5.1 without dimensional splitting, that is, using
the fully d-dimensional method as the only splitting step, we find that

ESPIit = WR,T (T; u) + Z/R’T(\/gh; u)

1 1
+ [wrr (At + T5u) + wrr (At + T, uay)] (h + p> )

Using this and (5.43) we can calculate convergence rates depending on the regu-
larity of the initial data, in particular, if uyp € BV, then the convergence rate of
the (unsplit) ECG method is 1/2. This was not reported in [187] or [186].

Using the split scheme, we similarly find the following result.

Theorem 5.12. Suppose ug € L'(RY) N L>®(R?) and fi1,..., fa € Lipioc(R). De-
fine a sequence of functions {ua:} by (5.4), where the ECG scheme is used to solve
one-dimensional conservation laws. Then there exists a subsequence of {ua:} that
converges to an entropy weak solution of (5.2). Ifug € L>®(RY)NLY(RY)NBV(RY),
then the convergence rate is 1/2.

5.2 Weakly coupled systems of conservation laws

In this section we study the splitting framework applied to weakly coupled systems
of conservation laws

uf + Y frn),, =g¢"(U), ul—o=uf, r=1,... K, (5.44)

or

Ui+ Y Fi(U)s, =GU), Uli=o = Uy,

where
F,(U) = (le (ul) ,...,fiK (uK)), GWU) = (gl(U),...,gK(U)).

As was the case for scalar conservation laws, we consider initial data Uy in L' (Rd) N
L (]Rd), and assume that the solution remains in the same space for each ¢t > 0.
Furthermore, we assume that the unique weak solution to (5.44) has nondecreasing
moduli of continuity

/ |U(x + h,t) — Uz, t)| de < v(|h|;U),
R (5.45)
/Rd|U(:17,t+T)7U(x,t)| dx < w(|7|;U),
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uniformly for all ¢ and ¢+ 7 in [0, 7]. This assumption is satisfied if Uy € BV(R?).

We propose splitting this equation into K scalar conservation laws, and one
ordinary differential equation (parametrized by x). To fix the notation, let U =
SiUp = (ul,. .., u’) be the solution of the uncoupled system of conservation laws

uf + 3y frh), =0, k=1,... K. (5.46)

Similarly let O; be the solution operator for the system of ordinary differential

equations

U
— = G(U). (5.47)

For simplicity we use the term ‘solution operator’ to denote either an exact solution
operator or a numerical method.

In this case £ = 2 (cf. (3.57)). We define our approximation Unas(x,t) =
(uk,(z,t),...,uk,(z,t)) as follows: (recall that t,, 1 = (n+ 1/2)At)

UR, = [OaeSad" UY,

UAt( : 7t) = S2(t—tn)UZt for t, <t < tn,la (5 48)
UZ’tl =Unt (" tn1), .
Unt(-,t) = Ozy, ) UR} for t,,1 <t < toi1.

In order to avoid blow-up, we require that G and the numerical approximation to
(5.47) are such that, for all positive r,

O, (Br) C Be(t,r) (5.49)

for some continuous function e: [0, 00) x [0,00) — [0, 00) with e(0,r) = r for all r.
Furthermore, we assume that G(0) = 0, so that if supp (Up) is bounded, then by
finite speed of propagation ||G(U(-,t))||;. < Const |U(-,t)|| -

As before we require that the methods & and O have error terms that are
partial derivatives:

)+ 30" (), < (EM), 4+ D0 (Ead) 4D (Eal) e
i i * i,j R

n ), —n' (W")GU) < (512’“)t + &, k=1,....K,

(5.50)
where the error terms &5, ..., &Y are bounded by positive Radon measures as
in (5.6). We also assume that the approximation is essentially bounded and has
uniform moduli of continuity, cf. (5.7).

When we establish error estimates for conservation laws without source, we
essentially add entropy estimates for the exact solution using the approximate
solution as a “constant” and for the approximate solution using the exact solution
as a “constant”, cf. Section 5.1. In the case with source, the entropy functional
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contains i’ equal to the sign function. This is a discontinuous function, and it is
difficult to obtain estimates in terms of w(Uag; At) from terms of the type

sign(Ua¢(-,t + At) — U) — sign(Une(-,t) — U).

There are a couple of ways of circumventing this obstacle. One is to rewrite
the conservation law with source as a conservation law with (x,t)-dependent flux
function [170]. The main advantage of this is that a better convergence rate is
obtained for exact solution operators. The disadvantage is that it does not exactly
fit into the present framework. The other strategy is to use a symmetric test
function ¢(z,t,vy, s), such that ¢(z,t + o,y,s+ o) = ¢(x,t,y,s) and ¢(z,y,t,s) =
oy, x,s,t), see [254]. The advantage of this is that it fits very well with the
present framework, but the disadvantage is that it gives a lower order for exact
solution operators. Furthermore, this strategy does not give local (in the sense of
L' (Br(xo))) estimates. Nevertheless, we opt to follow the second strategy here.

Before we state the main result, we present the important Kuznetsov’s lemma.
To this end, define the functional A(u,v,¢) as

Auv,0) = [[[[ ntute.0).0(0.)00 + atulz, ), 000,9) - V6] dr o dsdy

HTXHT

+ ///(|u(x,T) —v(y,s)| — |u(z,0) —v(y, s)|) pdrdsdy. (5.51)

IIr R4

Here n(u,v) = |u — v| and

q(u,v) = (q1(w,v), ..., qa(u,v)) = sign(u — v) (f(u) — f(v)),
f(u) = (fi(u),..., fa(u))

for Lipschitz continuous functions f;.

Lemma 5.13 (Kuznetsov’s lemma [166, 167]). Let the test function ¢ be given by
(¢f. (5.21)) )
d)(l'v t,y, 8) = Qh,T (1'7 Y, 1, 8) = 5h (l' - y)éT(t - 3)' (552)

Assuming that u,v € L*(Ily) N L (Il7) have moduli of continuity in space and
time, then

(-, T) = v, Dl g1 gay < llul-,0) = v(+, 0)l| L1 gay + Alu, v, 0) + Av, u, 9)
+v(Vdh;u) + v(Vdh;v) + w(T;u) + w(Tsv), (5.53)
where w and v denote temporal and spatial moduli of continuity, respectively.

For a proof of this lemma, see [166, 167] or [126, Theorem 4.5].
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Lemma 5.14. Let the test function ¢ be given by (5.52). Assume that U =
(ul,...,u) is the entropy solution of (5.44), and V = (v!,...,v"%) is a function
in LY(Ilp; RE) N Lo (IIp; RE) that has a temporal modulus of continuity. Then
fork=1,... K,

a0 <2 [[ [ [\ sin(u (o,0) = 0" (0,9)" (U, dr do ds dy

IIr IIr

+ Constyp (At + w(A V") + (AL + w(At; u") + w(At; ")) (i + 2)), (5.54)

where we recall that X% is the characteristic function on R% x Un(tn.1,tnt1), and
where the constant Consty depends on the L'(RY) norms of u" and v* and T.

Proof. For simplicity we write u = u”, v = v* and ¢ = (¢f,...,q]) for some
k=1,...,K. Thus

A(u, v, ¢) = —22[/// (n(u,v)ds + q(u,v) - Vo) dt dz dy ds

™ tna RE Tp

+2) / // (n(u(z,T),v)¢ — n(u(z,0),v)¢) dvdyds (5.55a)
™ tn1 RYRE
+Z tfl/// (u,0) Pt + q(u, v) - Vo) dt da ds dy
tn,1 R4 Ilr
—Ztn/R[H/T/ 1w, 0)¢r + q(u,v) - Vo) dt de dy ds (5.55b)
- Z f// (u(z, T),v)¢ — n(u(w,0),v)) dz dy ds
tn,1 R4 R4
+ Z / / / v)¢ = n(u(z,0),0)¢) drdyds.  (5.55¢)
i g g

Since w is an entropy solution, (5.55a) will give the first term on the right of (5.54),
cf. (3.30). We now have to bound (5.55b) and (5.55¢). Consider first a part of
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(5.55b), more precisely, let

tnl

I_Z//// uvqﬁtdtdxdyds—Z//// (u,v) ¢y dt dz dy ds.

" tna Rd Ip tn, Rd Il
(5.56)

To this end, change variables in the first integral, ¢ — t — At/2, s — s — At/2, and
note that under this change, ¢(x,t,y,s) = ¢i(z,t + At/2,y,s + At/2). Hence

tn 1

I—Z// // u(t + At/2),v(s + At/2)) ¢, dt dx dy ds

" t, Rd —At/2Rd
tn,1 T—-At/2

_|_Z// / /(|u(x,t+At/2)—U(y78+At/2)|
0 Rd

" t, Rd

— fu(z,1) = vy, )| ) 1 do dt dy ds

—Z // / /n(u,v)@dmdtdyds
"™ t, RdT—At/2 R4
= Il + I2 + .[3.

Now
At/2

iz [[ [ [l

Since both u and v are in L' (Il7) N L*°(Ilr), we find that

o (t — s)‘ op(z —y) dz dt dy ds.

At
|I;| < Consty—,
-
and similarly,
At
|7I5] < Constyr—.
T
Also
< [[ [ (et s072) - uteo)
I IlIp

+ vy, s + At/2) — v(y,s)> o (t — s)‘ dn(x —y)dtdedsdy

1
< Constr (w(At;u) + w(At;v)) —
p
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The remaining part of (5.55b) (replacing n¢; in (5.56) by ¢ - V. ¢) is estimated
essentially the same way. Indeed we find that the absolute value of

Z//// (u.0) V¢dtdxdyds—z//// (u,) - Vot do dy ds

"t 1 Rd Ilp tn, Rd Il
(5.57)
is less than
At/2
M// / /(|u|+|v\)|V16h(SE*y)|5T(t—s) dar dt ds dy (5.58)
IIr 0 Rd
o [[ [[ (1ot + 8072 ) + oty + 80/2) = w659
5o (5.58b)

X |V (x — y)| 0, (t — s) dt dz ds dy

+M// /T /(\u|+|v|)|Vm5h(xfy)|57(tfs)dxdtdsdy, (5.58¢)

Iy T—At/2 R4

where M = || f[|;,- So (5.58a) and (5.58c) are bounded by

ConstTT7

and (5.58b) is bounded by
1
Constr (w(At, u) + w(At; v)) 7
Summing up, we have found the bound on (5.55b) to be
1 1
Consty (At + w(At;u) + w(At; v)) <7_ + h) . (5.59)

Now we estimate the “boundary terms” (5.55¢) which consists of two identical
parts evaluated for ¢ = T and t = 0, respectively. We consider the terms with
t = T only, namely

(/// wo T, ‘bdmdyds—/// ¢dmdyds) (5.60)

tn, 1R xR tn,1 R4 xR

By changing variables s — s — At/2 in the last integral, we find that the absolute
value of (5.60) is bounded by

tn,1

> [ () = swolote 70

" tn RE xR
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— |u(z,T) —v(y,s + At/2)| ¢(z, T, y,s + At/?)) dx dy ds’

t"nl

<z///5hx— (1. 7) = w659

tn RE xR

(T —s)—§.(T — 5 — At/2)‘

+ | u(@, T) = v(y, s)| — |u(z, T) — v(y,s + At/2)] |
X 0,(T —s— At/2)> dx dyds

tn,l

<3 [ ] o= wlute 1) - o)

"™ t, RdxRE

X |6, (T —s) — 0,(T — s — At/2)’ dzx dy ds

tn 1

—i—Z///éhm— Yo(y, s) — v(y, s + At/2)| 6-(T — s — At/2) dz dy ds
tn R4 xR
=: Jy + Jo.

The term J; is estimated as usual; the integral over x equals unity using the
approximate delta function 0j(z — y). The y-integral of the difference in v is
estimated using the time modulus w, and the integral of é, with respect to s is
estimated by unity. Thus

Jz < w(At;v).

To find a bound on J; we use that u and v are integrable. Hence

J1<Z]1//5hx )l Tl + o)1) /::m/j;(z)dz

n tn RAxR4

bnst At/2
gz/ ([1uenrars [l a) |
n Rd Rd 0
T ,AL2
( e, dot s [slan) [
0Ss<T ) o Jo
T pAL/2
< (/|u(x,T) dx + sup /\v(y,s)\ dy)/ / COI;St dzds
0<s<T 0o Jo T
Ra Rd

At
< Consty— ([[w(T) |1 + sup [Jv(t)]|1). (5.61)
T 0<¢<T

dxdyds

O (24T — s)’ dzds

8 (24T —s)| dzds

Collecting the bounds (5.59) and (5.61) finishes the proof. O
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Then we have the following result:

Theorem 5.15. Let U denote the weak entropy solution of (5.44), and Uay an
approximate solution given by (5.48). For all sufficiently small constants 7 and h
we have that

JUC,T) = Uai(- Dlly < VE (JU(-,0) = Usa( -0, + Bmhod + ool
x (142Gl Texp(2 |Gl 7)) - (5.62)

where ||G|ly;, denotes the Lipschitz constant of G and

Emethod — Congt [ sup /du, // < dp, + d#u Qdﬂm + dﬂzv)}
0<t<T h h
Rd

(5.63)
and

EsPlt — Constp { (Vdh;U) + v(Vdh;Usy) + w(r;U) + w(r;Ung) 4+ At

w(At; Ung) + (At + w(AHU) + w(At; Um)) (i + }t)} . (5.64)

Proof. Kuznetsov’s lemma states that
(-, T) —upe (- T)lly < M-, 0) —wRi (-5 0)lly + A(u®, uiy, @) + A(uis, u, @)
+v(Vdh;u®) + v(Vdh;uk,) + w(m;u®) + w(r;uk,).  (5.65)

Lemma 5.14 provides an estimate for A(u”,uX,,¢). More precisely, for k =
1,..., K,

A(u uAta
- 2////X2 (1) sign(u” (2, t) — i, (y, $))g" (U (,1))¢ dt dv ds dy
It It
+ Consty (At +w(A o) + (At + w(Au") +w(Atug,) ) (% + 2)) . (5.66)

It remains to estimate A(uf%,,u",¢). Lemma 3.15, applied to the present case,
states that

_ //(n (uh,, k) o + ¢ (Ui, k) - Vm) dt du
iy

// (X, k) g" (Uny) pdt da + E (At; ¢) + IF + I, (5.67)
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with

d,unén

EN(Ag) = [//x?(l¢tldull”+2(2|¢m
i i

=1
+ Z |¢zlz] ’ d,unllil; + |¢‘ dlilvlﬂ)>

,J

N-1
“ybn d Iln yln 5 5.68
#3260l da t,n] (5.68)

2
Iy :22//@(?* %)ql” (Wi¢) - Vo dt dr,

=1

=2 [[ (v - ) ) o Wsy ot

=1 Ty

Explicitly, we find

EF(AL; ¢) = (o di +200> |,
H/T/X1( | dib + ;

+ Z |¢$z% ’ d'uHIgf + 9| dﬂlvlﬁ))
i,

1,k
dﬂni

N-—1
+ Z/ |¢('7tn71)|dﬂll’ﬁ('7tn,1)
n=0 R

+ / / B(16e] dius®* + 26| dyin>*)
IIr

N-1
£ 30 [ 100t st )
n=0

[l (s

N—-1 2

dpirg + Z |¢$ﬂ:g | dpngy + 9] dﬂwﬁ)>
,J

e 03 [ete tuldu ),
n—=0 =1 v R?
where
dp," = X% dﬂll’ﬁ + X% dlh%{a dpn”™ = X? dMIILHv

d,umli = X% dﬂml’ﬁa d,UIvN = X% d,uwl’N + X% d,uIV27H'
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Furthermore, using that ¢%* = 0, the term ff can be rewritten as

Ir = // e X2 ®(uhg, k) - Voo dtde. (5.69)

We collect the terms involving the source term ¢*, using ¢** = 0, and find

// (uliy, k) g% (Uns) o dt da + Iy fZ//XQU (urs, k) g™ (Unt) ¢ dt d.
Hence (5.67) reduces to (using that ¢(z,t,y,s) = ¢(y, s, x, 1))

[ (s 60+ 4" ) - V20t
IIr
< 2//X277 uky k) g% (Unar) pdtdz + ¥ (At; ¢) + I7,  (5.70)

where £ and I} are given by (5.68) and (5.69), respectively.
We now set k = u”(y, s) and integrate over IIr. Thus

A(U’Ztvuﬁa¢) S 2////X%($’t) n/ (uZtvuR)gm (UAt)(bdtdlL'dey

HTXHT
+/ E" (At 9) dsdy+//ffdsdy. (5.71)
HT 1_IT

The term | fHT I ¥ dsdy is estimated as the corresponding expression (5.57), thus

// It ds dy < Constr (At + w(At;uk,) + w(At; u™)) % (5.72)
IIr

Finally, the term ffn ® (At; ¢) ds dy equals the term R® given by (5.19), except
that in the present case the test function ¢ is simpler, corresponding to ¢, , = 1.
Hence we may use the estimate of R* derived in the proof of Theorem 5.1, namely
(5.26), with terms involving p absent. Thus

ZN:H/T/E (At; ¢) dsdy

1 1 1 5.73
< Const | sup /dul(wt)ﬂ‘//(*duﬁfdun+f2dum+duw) (5.73)
0<t<T a T h h
R4 T

_ Emethod
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Let now +" be defined by
(b, At) = v(Vd hiu®) + v(Vd s ul,) + w(rsu®) + ol ul,)
+ Constr (At + w(At; ux,)
+ (At + w(At; u”) + w(At; uk,)) (% + %)) (5.74)
Combining (5.65), (5.66), and (5.71) we find
[ (-, T) = we (- Tl L1 ay <

4 (+10) = ko Ol sy + 7" (o 0) + [ [ €% (At 0) dsay
IIr

+2//// xa(x, t) sign(u®(x,t) — ulk,(y,5))(g"(U) — g"(Unas)) b dt da: ds dy.
I xIIp

The last term is estimated as

‘ //// X5 (@, ) sign(u (@, 1) — uky(y, ) (9°(U) = g"(Unr))p dt de ds dy‘

I xIIp
< ||g”||Lip/// U — Uyl bt du ds dy
Il xIIp
<19l 3 [ 100 ety )| ot sy
¢ I xIIp
<oy X [[[[ () = w0
¢ HTXHT

+ ’ué(y,t) - ué(y,s)‘ + ’ue(y7s) - ugt(y,s)| )¢ dt dx ds dy

T
< ||gK||Lip Z (T V(\/gh;ue) + W(T; ué) + /0 Hué( ' at) - ueAt( ' ’t)HLl(Rd) dt)
4
Now set
B (b7, At =3 <v"””(h, 7, AL + 219" |y (w75 u) + To(Vd b)) )

and
N(t) =D N*(t), N(t) = u(-,t) = uke(- D)l 11 may -

Thus, we have established that

T
N(T) < N(0) + 2sup "l / N(t) dt + E™od(A) + BN (b, 7. At).
K 0
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Finally, we use Gronwall’s inequality to conclude Theorem 5.15. O

Remark 5.16. If we use exact solution operators and have data with bounded
variation, then the above theorem yields

At
|U(-,T) = Uns(-,T)|, < Constr (At+h+7+ h+T) ,

which can be minimized to give a convergence rate of 1/2. This, as mentioned
before, is not optimal.

Front tracking and Euler’s method. We propose to use front tracking and
dimensional splitting to solve the multi-dimensional conservation law which can
be written as uf + Y. ff(u"),, = 0 as in Section 5.1, and to use the simple Euler
method to solve the ordinary differential equation uf = ¢"(U). Showing that the
resulting approximation satisfies the three basic requirements (3.45), (3.46), and
(3.47) is now an easy exercise:

Since S; is an L'-contraction, we have that

||Un+1HL1(Rd) < (1 + At HG”Lip) “Un”Ll(Rd) ’
Hence (3.45) holds.

We then estimate the moduli of continuity of Ua; by Kruzkov’s interpolation
lemma, Lemma 3.4. It is not difficult to see that

‘/’C ¢(x) (Uni(z,t +7) — Une(z,t)) da

< Consty (IVell oo + 16l |Gl ) 171,

which is (3.47). Furthermore,
/ U™ (@ + h) — U™ (2)| da
Rd
< (1+a ||G||Lip)/ U™ @+ ) — U™ ()| do.
Rd
Hence,
v (kU™ < (1 + At ||G||Lip)1/ (h;U™), and v (h;Uat) < Const v (h;Uy),

which means that (3.46) holds. From this and the Kruzkov lemma, it follows that
Ua: has some temporal modulus of continuity. Furthermore, if Uy is of bounded
variation, this modulus is linear.
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Thus we find that splitting using these methods produces a sequence that
converges towards a weak entropy solution.

We have already shown that the operator S; has error terms that are partial
derivatives. The operator O; is defined by

O, U)=U+71G(U),
and consequently
Ln00) = (O) ()
This means that the entropy error in Euler’s method can be written
1 (O:U) =0/ (O:U) G (OU) + 1 (OU) - (G(U) = G(O1))

<0 (O) G (OU) + |G, |0:U = U

=0 (OU) G (OU) + En2(t).
In the context of operator splitting, we see that &2 is bounded by the measure

dpny? = At ||G||ilp 1Uatll oo (gay ded,

since we are applying O, only for 7 < At.
The remaining part of the Emethod i the same as before, see (5.35). Hence in
this case,

1 1 1)
Emethod(p 1) < Consty <1/ (Az;ugp) (1 + ~ + E) + h) . (5.75)

Setting h = 7 and § = Az = At, we find that
NUCT) = Unae(- Tl 11 ray <
Constr (At tw (s U) + v (hU) +w (h; Uay) + v (h; Uay)

+ (At + w (AL U) + w (At Uag) + v (AL Uo))%).

Summing up, we have shown:

Theorem 5.17. Suppose Uy € L* (RY)NL> (R?) and fi,..., fa € Lipo (R), and
that G is Lipschitz continuous and satisfies the no-blow up condition (5.49). Define
a sequence of functions {Uai} by (5.48), where the front-tracking method and
dimensional splitting is used to solve the K conservation laws and Fuler’s method is
used to solve the ordinary differential equation. Then the sequence {Ua} converges
to the unique weak entropy solution of (5.44). If Uy € L! (Rd) N L*® (Rd) N
BV (Rd), then the convergence rate in At is 1/2.

Remark 5.18. The ECG scheme and FEuler’s method. Recalling the error es-
timate (5.43), we easily show that the conclusions of the above Theorem 5.17
hold if the dimensional-splitting/front-tracking approximation is replaced by the
characteristic Euler—Galerkin method.
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Monotone methods and Euler’s method. In this section we replace the front-
tracking method by a monotone method for the conservation laws. For simplicity,
we restrict ourselves to the case K = d = 1. A monotone, conservative, and
consistent method for the conservation law

ug + f(u)y =0
is a difference method that can be cast as
utt =l = N (F = Fy), (5.76)
with A = Az/At, and where F" is a numerical flux given by
F'=F (uf_p, ... ,u?_,_m) ,

for some positive integers p and m. The method is consistent if

and monotone if

n+1
prakl

J
Monotone, conservative, and consistent methods converge to the entropy solution
of conservation laws. However, they are at most (formally) first-order accurate,
see, e.g., [175]. We include this example to illustrate in a simple case how the
relevant measures are obtained, not to show how our results can be applied to
state-of-the-art methods.

Let @ be given by

Q(ula"'vup+m+1ak) =
F(’Uq V k’, <oy Uptm41 V k?) - F(’Uq A k, <oy Uptmt1 A k?) (577)

where k is a constant and a Vb = max(a,b), aAb = min(a, b). Then @ is consistent
with the entropy flux ¢ in the sense that

Quy ... ,u k) = q(u, k).

Furthermore, the result of a monotone scheme satisfies the discrete entropy in-
equality
1
1 ,
E(m“ =) + 7, (@F —@ila) <0, (5.78)
for n > 0, where n = n(u, k) = |u — k|, and n}* = |ul — k| and similarly for Q7.

Let for the moment ua; be defined as the approximate solution of the conservation
law generated by the monotone method,

UAt(l'7t) = U?, for xi—l/Q S T << Ii+1/2 and tn S t < t7l+1~ (579)
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We want to show (3.54) in this case that

_ //(U(UAh k)(ybt + q(’UJAt’ k)¢r) dt dx

z+1/2

=—ZZ( [ et - o) o

i—1/2

+q?/t n+1(¢ (@it1/2:t) —¢(xi1/2’t))dt>

n

i+1/2

“X [ ot de =)
+y° (n? /:M/ib (2,0) dz —nN /:M/Q(b(x,T) da:)

i i—1/2 i—1/2

tn41

+ Z Z/t ¢ (xi—1/2,t) dt (¢ — qf'-1)
= Z Z [ e /miﬂ/;(x’tnﬂ) dx

n=0 1 i—1/2

ttt
+ (g — qznq)/ ¢ (zi—1/2,t) dt

n

+ /(n(um(:ﬂ, 0),k)p(x,0) — n(uat(z, T—), k)o(x, T)) dzx.  (5.80)
R

Now let ¢ be the average of ¢ over the grid cell [x;_1 /2, Zi41/2] X [tn,tny1]. We
multiply (5.78) by AzAt¢? and sum over ¢ and n = 0,..., N — 2, and subtract
the resulting inequality from (5.80), yielding

- / / (n(wae, k)be + qune, F)gy) di da

< Z Z ntl_pn (/ﬂcmi+l/25 (2, tne1) do — h¢;‘> (5.81a)

i—1/2
+ ZZ( — g /"n} (2i1jont) dt — (Q — ?_1)Atq§?> (5.81D)
+ /R (n(uai(z,0),k)d(x,0) — qluai(z, T—), k)p(x,T)) dz. (5.81c)

The first two terms, (5.81a) and (5.81b) will give the entropy error measures. First
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we estimate the right-hand side of (5.81a). This equals

tnt1 Tit1/2

n+l n
%/ / (¢ (2, tns1) — ¢(x,t)) dt da

,n
’ tn Ti—1/2

tnt1 Tit1/2 tng1

<Z e ml/ / /|¢>t(x,s)|dsdxdt

b tn ®;— 1/2 t

tnt1 Tit1/2
SZWH—uﬂ/ /|¢t(x,s)|dxds

tn Ti_1/2
= [[16:ta. 0] a.),
IIr

which defines the error term &', i.e., &' is defined by its action on continuous

functions e by

tnt1 Tit1/2
= Z ’u?“ —ul| / e(z,t) dz dt.
“n tn Ti_1/2

It is easy to see that we can bound the corresponding measure du,” by

/dull(z,t) < wr(At;uat).
R

To estimate (5.81b), we write it as

> [(q? —q" ) (/t "+1¢ (zi—1/2,t) dt — At¢?)

(- Q- (- Q) Aw?]

The first term in this expression can be bounded by

tn41 Tit1/2

DA

tn ®;— 1/2

tnt1 Tit1/2 oz

<z:’qZ 4 1’/ / / |ps(2,t)| dzdxdt

ln Ti—1/2Ti—1/2

xl,l/g,t) — ¢(x, t)) dx dt‘
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tnt1 Tit1/2
<Pl 3 Ju = | / / (62, )| it
ny% tn Ti—1/2

= <8Ha7 ¢z>v

with the relevant measure bounded by

[ @) < 1y v (A ).
To bound the next term, recall that g(u) = Q(u,...,u). Then the second part

equals

Uy )

Q) Qo
n,t

Az

tnt1 Tit3/2 Tit1/2
X / [/ oz, t)dx —/ o(x,t) dac] dt
tn Tiy1/2 Ti—1/2

fQ(u?,,uf)—Q(uf, 77U'TLL m)|
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tnt1  pTip1/2  pr+Az
x/ / / (ba (2, 0)| dz da dt
tn Ti—1/2 T

trnt1 i+3/2
<S|Q, i) = Q (ul sl \/ / (b (2, )| et
n,t Ti—1/2
itm n+1 i+3/2
< |F||L1PZ Z |uf —u"|/ / |z (z,t)| do dt
in j=i—p Ti—1/2

= <gn >¢x>
where F' is the numerical flux function. The measure corresponding to &,° can be
bounded by
[ &@6) < Pl ((m -+ DA wo).
R
Finally we set
dllunl = dllfna + d,unb-

This is all we need to establish the terms in E™¢*h°d coming from the solution
of the conservation law; the terms coming from the Euler method are as before.
Hence the method dependent error reads

Emethod — Sltlp/d,uI , T //( d,ul + dﬂn + dpry ) (5.82)
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Furthermore, it is not difficult to show the bound
1 1
Emethod < Congt (w (At;unt) + E(V(A.’I}; uat) + At) + At) ) (5.83)
T

Setting 7 = h and Az = At, we find that
|lu(-,T) —uae(-,T)|; < Constr (u (hyu) + w (hyu) + v (h;uat) + w (h; uat)

1
+ AL+ (At + v (At;uar) + w (At uay) )) (5.84)

Finally, we note that to show that these methods produce a convergent sequence,
i.e., showing that (3.45), (3.46) and (3.47) hold, is (by now) routine. Hence, we
have proved the following result. (Observe that in one dimension we have that
BV (R) C L* (R).)

Theorem 5.19. Suppose ug € L' (R) N L (R) and f € Lipy, (R), and that
g 1s Lipschitz continuous and satisfies the no-blow up condition (5.49). Define
a sequence of functions {uat} by (5.48), where a monotone difference method
18 used to solve the conservation law, and FEuler’s method is used to solve the
ordinary differential equation. Then the sequence {ua:} converges to the unique
weak entropy solution of (5.44). If ug € L' (R) N BV (R), then the convergence
rate in At is 1/2.

Source splitting in practice. In this section we shall test how the splitting of
the zeroth-order (source) term works in practice. As a test example we always use
the scalar balance equation

up + % (u?), = ru(l —u) (u — ;) . (5.85)

Here k is a positive constant.

Example 5.20. As initial data for (5.85) we chose

k(x+1)
4‘? - 5 fO S _15 O ’

wo(x) = | #erogr fora €710 (5.86)
m, for x € [0, 1),

and extend this periodically for x ¢ [—1,1). The exact solution to this problem is
u(z,t) = up(x—t/2), and it is therefore easy to compute errors, as u(x,4) = u(z,0).
In Figure 5.7 we show the initial function for k = 5 and the fronts for t € [0,4].
Here we have used 6 = Az = 1/50, and a CFL-number v = 10. At the bottom we
show the resulting piecewise constant approximate solution found by using front
tracking and FEuler’s method. From Figure 5.7 we see that the location of the
shock is very accurately represented.
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Figure 5.7. (Left) The fronts in the front-tracking approximation for ¢ € [0,4]. (Right)
The initial function (5.86), and ua(z,4) found by front tracking and Euler’s method.

Table 5.6. Convergence of the operator-splitting solution to (5.86) for various Az and v.
Here we used 6 = Az, and k = 5.

Az 1/16 1/32 1/64  1/128  1/256  1/512
error (v = 50) 3.4e-1 1.8e-1 4.7e-2 3.0e-2 1.9e-2 8.6e-3
rate — 0.9 2.1 0.7 0.7 1.4
error (v = 10) 1.3e-1 4.2e-2 2.2e-2 9.8e-3 4.8e-3 2.2e-3
rate — 1.6 0.9 1.2 1.0 1.1
error (v = 2) 9.0e-2 3.5e-2 1.5e-2 6.5e-3 2.6e-3 1.2e-3
rate — 1.4 1.2 1.2 1.5 1.1

The theory in this case guarantees a convergence rate of 1/2 for this problem.
Table 5.6 shows the L' errors at t = 4 for various Az, and for v = 50 and v = 10
and v = 2. The convergence rate is actually much closer to 1 than to %, and
this indicates that our analysis is not optimal for this problem. The time spent
to compute a solution increases with decreasing time-steps, and we note that the
error decreases only slightly. To investigate this, we computed the errors and the
(approximate) time used for this problem for v = 1,2,4,...,64 with Az = 1/256.
The results are shown in Figure 5.8. From Figure 5.8 we see that doubling the
effort (i.e., the CPU time), results in only a slightly smaller error.

For this specific example, with initial data given by (5.86), the characteristic
speed is positive everywhere. Therefore, the simplest example of a monotone
method is the upwind method, in this connection given by setting F* = (ul*)?/2
in (5.76) resulting in

um Tl = o <(U?)2 - (u?—l)Q) '

R (5.87)

This gives a monotone method if %f max |u;| < 1. Table 5.7 shows the convergence



5.2 Weakly coupled systems of conservation laws 135

@

14 error

1| 2.5e-3 ol

2 2.6e-3 5

4| 3.0e-3 H

8 | 4.2e-3
16 | 6.5e-3
32 | 1.4e-2
64 | 2.3e-2

O

L
o 1

log(CPU-time)

Figure 5.8. (Left) The error vs. v for Az = 1/256. (Right) A log-log plot of the error
vs. the CPU time.

Table 5.7. Convergence of the operator-splitting solution to (5.86) using the upwind
method and Euler’s method, the upwind method and Heun’s method, and front-tracking
and Heun’s method for v = 10.

Az 116 1/32  1/64  1/128  1/256  1/512
error (upwind+Euler) 4.1e-2 3.6e-2 1.1e-2 6.2e-3 3.2e-3 1.7e-3
rate — 0.2 1.7 0.8 1.0 0.9
error(upwind+Heun) 4.1e-2 2.6e-2 1.1e-2 6.2e-3 3.2e-3 1.7e-3
rate — 0.7 1.3 0.8 1.0 0.9
error(f.t.+Heun) 1.3e-1 4.3e-2 2.1e-2 9.8¢-3 4.8¢e-3 2.2e-3
rate — 1.6 1.0 1.1 1.0 1.1

of the upwind method coupled with Euler’s method for this example. For all the
examples in this section we use At/Az = 0.9.

It is interesting to investigate whether we can improve the splitting method in a
simple way by using a second-order method for the ordinary differential equation.
This is not warranted by the theory, but since we observe that the convergence
rate is higher than expected anyway, it seems worth trying. Thus for the operator
O; we use Heun’s method, i.e.,

At
W= S (g () + g (u" + Atg (u7)))
The results are reported in Table 5.7. Comparing Tables 5.7 and 5.6 we observe

that a second order method for the ordinary differential equation does not give
much better results, and certainly not better convergence rates.



Operator Splitting for Systems of Equations

The convergence theory presented later in this book is restricted to scalar equations
or weakly coupled systems. However, in this chapter we will also illustrate operator
splitting for examples not covered by the theory to show that operator splitting
is a viable numeric strategy for more general problems. In order to be consistent
with the spirit of the rest of the exposition, and as a reflection of our own previous
research activity, we have only included examples where the hyperbolic part of
the equation plays an important part. Omission of other examples and of different
methods for solving them does not in any way reflect the importance of the omitted
problems and techniques.

6.1 Operator splitting in porous media flow

In the two previous chapters we have studied two special classes of operator split-
tings: viscous splitting and dimensional splitting. Two of the examples we visited
were motivated from applications in porous media flow: Examples 4.10 and 4.11
demonstrated the applicability of viscous splitting to the polymer system modeling
a one-dimensional tertiary oil recovery process. In this section, we will demonstrate
how one can develop efficient large time-step methods for solving the saturation
equation that arises as part of standard models for flow in porous media. To this
end, we will use a combination of front tracking, dimensional splitting, and vis-
cous splitting as discussed in Sections 4.2 and 5.1. Then at the end of the section,
we show how operator splitting and front tracking can be used in a Lagrangian
framework to give highly efficient streamline methods that are currently the in-
dustry standard with respect to fast simulation. However, the splitting techniques
applied within streamline simulation are not covered by the analysis in the second
half of the book and the discussion is therefore only included to complement the
overall presentation.

For the rudiments of the modeling of porous media flow processes we refer
to [8, 54, 204]. We also recommend the recent introductory texts by Aarnes et
al. [1, 2], which include some simplified, yet efficient, MATLAB routines for reservoir
simulation on Cartesian shoe-box models in three dimensions.

Two-phase, incompressible flow (of oil and water) in porous media can be
described by a system of partial differential equations consisting of an elliptic
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equation for the global fluid pressure p(z,t),
V- -(ArVP) =qi(z,t) + V- [(Awpw + Aopo) gV I, (6.1)

and a parabolic equation for the saturation s(x,t) of the non-wetting phase (here
water)

o(x )% +V - F(s,z,t) — V- (d(s,2,t)Vs) = ga(x,1), (6.2)

coupled through a semi-empirical law called Darcy’s law, which relates total fluid
velocity v(x,t) to pressure gradients

H(z,t) = —K(2) [M () VD — (Awpw + Aopo) gVh]. (6.3)

Here ¢ is porosity, K is absolute permeability, g is gravity, Ap = py — po is
density difference, h is depth, and ¢; and ¢» are source terms. The global pressure

is defined as ) Lo v g
_ 4+ 1 o — Aw OPc
p_2(pw+po)+2/sc< b\ 8S)d3a

where p. = p, — pw is the capillary pressure. The relative mobilities A\"(s) model
that each phase will move slower through the rock in the presence of the other
phase and are given by k7 (s)/pa, where k% (s) is relative permeability and . is
viscosity of phase a. The total mobility is given as Ay = A, + A,. The convective
flux F(s,z) and the diffusive flux d(s,z) in the saturation equation are given by

F(s,z,t) = f(s)[0(x, t)+A’“ (s)K (x)gApVh(z)],
Ay (8)N5(s)  Ope (6.4)

d(s,xz,t) = —K(x) m 95’

where f(s) is the fractional flow given by A7 (s)/(A% (s) + Al(s)).

To solve the coupled system (6.1)—(6.3) we will use a sequential operator split-
ting as outlined in Algorithm 6.1.1, which is often referred to as the IMPES (im-
plicit pressure, explicit saturation) algorithm or sequential splitting algorithm.

Algorithm 6.1.1 Sequential splitting for porous media flow

Set initial water saturation s°(z) = s(z,0)
Set t =0 and At =T/N
Forn=0:N-1
Use s™(z) to evaluate the s-dependent coefficients in (6.1) and (6.3)
Fix coefficients in (6.1) and (6.3) and solve for p(z,nAt) and (x, nAt)
Fix o"(x) = U(z,nAt), compute s(x,nAt) from (6.2) with initial data s™(z)
Set s™(z) = s(x,nAt) and t =t + At
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6.1.1 Dimensional splitting. For simplicity, we start by neglecting gravity and
capillary forces and set the porosity equal to unity, in which case the two-phase
model reads

V-7=0, U= —K(x)\(s)Vp, st +7-Vf(s)=0. (6.5)

To solve the saturation equation we use dimensional splitting to obtain a sequence
of one-dimensional hyperbolic problems of the form

st +vi(x) f(8)s; =0, s(z,0) = so(z). (6.6)

One can compute approximate solutions of this equation by using the extended
front-tracking method described in [181]. The dimensional-splitting method from
Algorithm 5.1.1 can therefore be applied almost directly; the only change is the
one-dimensional solution operators which are now given by (6.6).

Example 6.1. In the first example we consider a quarter five-spot test case.
The setup consists of a pattern of squares with an injection well in the centre
and production wells at the corners (+1,+1), which is repeated to infinity in all
directions. By symmetry arguments, the computational domain can be reduced
to the first quadrant, with an injection well at the origin, a production well at
(1,1), and no-flow boundaries. The wells are modeled as point sources/sinks.
Initially the reservoir is filled with oil and the permeability realization follows a
log-normal distribution. The viscosity ratio of water and oil equals 0.2, which
means that the water will tend to finger through the oil and give undesired early
water breakthrough, that is, the sudden presence of water in the production well.

Due to the unfavorable viscosity ratio, we consider two different production
strategies: a secondary recovery in which water is injected to displace the oil and
a tertiary recovery where polymer is added to the injection water to increase its
viscosity. The tertiary recovery is modeled by the polymer system introduced in
Example 4.10 on page 84,

¥ +Sa<c>L 7w | J09) =0 (6.7)

Here s denotes water saturation, ¢ polymer concentration, and a(c) is the adsorp-
tion function. The model for the secondary recovery is a special case of (6.7) with
¢ = 0. For the adsorption function and the fractional flow function we use

0.2¢ s>
a(c) = J5:€) = 53— 521 + 500

T 1+4¢’

Figure 6.1 shows a plot of the oil and water production for two different produc-
tion scenarios where we either inject pure water or we inject water with a polymer
concentration of 0.1. In the first case, the injected water fingers through the oil
because of the unfavorable viscosity ratio and gives an early water breakthrough
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——  Case 1: oil prod. -7

Case 2: water prod.

Figure 6.1. (Left) Oil and water production for secondary (Case 1) and tertiary recovery
(Case 2). (Right) Percentage mass-balance error for water in the two cases.

/

Figure 6.2. Surface plot of the water saturation for secondary recovery (left) and tertiary
recovery (right).

(time t = 0.314) in the production well. By adding polymer to the injected fluid
in the second case, we improve the mobility ratio and obtain a later breakthrough
(time t = 0.387). Moreover, the areal sweep of the injection increases, giving a
much higher oil production. Figure 6.2 shows surface plots of the water saturation
at time t = 0.3 in both cases.

A major concern for reservoir engineers is conservation of mass. The front-
tracking method is not strictly mass conservative due to the discretization of Rie-
mann problems in terms of step functions or if an approximate Riemann solver is
used, but this mass error is in general negligible. Dimensional splitting, on the
other hand, may introduce large errors in mass conservation. A large number
of experiments show that the mass error is negligible before water breakthrough,
also for large splitting steps with CFL numbers an order of magnitude above unity.
Since the wells are modeled by a point source, the pressure and velocity will be
singular at the wells. When the water front reaches the near-well region, the mass
error increases unless the splitting step has a CFL number around unity. This sug-
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Figure 6.3. Diagonal and parallel grid of a five-spot repeated well pattern. The produc-
tion and injection wells are denoted by P and I, respectively.

gests an adaptive time-stepping strategy where the splitting steps are large when
the water front is in the middle of the reservoir and bounded by a CFL condition
around unity after water breakthrough. See [114, 120] for a thorough discussion.
Adaptive time-stepping was used in the simulation of the two recovery strate-
gies. Figure 6.1 shows that the corresponding mass error never exceeds 0.45%.

Whereas dimensional splitting (and front tracking) is a robust and efficient
method for scalar transport equations in 2-D, this is unfortunately not always the
case for the nonstrictly hyperbolic polymer system. As we will see in the next
example (from [114]), dimensional splitting with front tracking is sensitive to the
grid orientation for unstable displacements: anisotropy introduced by the splitting
may lead to unphysical fingers and this effect is accentuated as the grid is refined.

Example 6.2. In this example we consider the injection of pure water into a
reservoir that is initially filled with water and polymer with unit concentration.
The conservation equation for water is trivial in this case since it is constant for all
times. Moreover, we neglect the adsorption to obtain a linear polymer equation.
This is a simplified conceptual model designed to study numerical difficulties aris-
ing for the adverse mobility displacement (M > 1) occurring after the injection
of a polymer slug, where M is the mobility ratio between the viscosities of the
displaced fluid and the injected fluid. In the following we will use M = 10, which
implies that the total mobility is A(c) = 1/(1 + 9¢). This will create an unstable
displacement, in which the injected water tends to finger through the polymer.
The reservoir is homogeneous with a repeated five-spot well pattern, and we
use two different grid orientations, see Figure 6.3, such that the grid is diag-
onal and parallel to the main flow directions, respectively. Figure 6.4 shows the
dimensional-splitting solutions computed on a diagonal and a parallel 65 x 65 grid;
both solutions are plotted on the diagonal grid for comparison. The solutions are
clearly totally different. On the parallel grid, the water chooses preferred flow
directions along the grid axes and gives an unstable finger of pure water extending
from the injector and towards the producer. Similarly, on the diagonal grid, the
fluid must first move in the axial directions, which make a 45 degree with the
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Figure 6.4. Concentration contours after 0.4 pore volumes injected on the diagonal (left)
and the parallel grid (right) with N; = N, = 65 and CFL number 1.0. The velocity field
was updated at each time-step.

Table 6.1. Discrepancy in the discrete L' norm between the numerical solutions on a
diagonal and parallel grid after 0.4 pore volumes injected for different spatial discretiza-
tions. All simulations used CFL number 1.0 and pressure updates at each time-step.

N, =N,y 17 33 65 129 257

difference  0.027  0.034  0.057  0.085  0.106
rate — -0.36 -0.73 -0.58 -0.32

main flow direction (along the diagonal). This initial movement of the injected
fluid triggers unphysical fingers, and the solution on the diagonal grid therefore
contains fingers of water flowing towards the injectors in addition to the finger
towards the producer: see [114, 242] for a more thorough discussion.

The unphysical behavior on the diagonal grid is not eliminated by using a finer
grid. On the contrary, the discrepancy of the two solutions increases when the
spatial discretization parameters decreases, see Table 6.1. This is caused by earlier
breakthrough on the parallel grid and larger unphysical fingers on the diagonal grid
as the grid is refined.

6.1.2 Dimensional splitting combined with viscous splitting. Let us now
also include capillary forces in the saturation equation. This will lead to a nonlinear
second-order derivative term in the saturation equation, as can be seen from (6.4).
For simplicity only, we once again neglect gravity, and the saturation equation can
be written in the conservative form

st +7-Vf(s)=eV- (K(x)VD(s)), s(xz,0) = so(x). (6.8)
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The diffusion function D(s) is an increasing function of s since 9p./0s generally is
negative. However, since the mobility of one fluid will be zero when the other fluid
fills the pore space, D'(s) is zero at the endpoints s = 0 and s = 1. Equation (6.8)
will therefore degenerate to a hyperbolic equation at the endpoints in s.

To solve the equation by operator splitting, we have two choices. The first
alternative is to use dimensional splitting, giving one-dimensional sub-equations
of the form,

st +vi(x, t) fi(8)z, = e(K(x)D(s)Ii) (6.9)

These sub-equations can then be solved by viscous splitting (4.2), for instance
using front tracking in combination with a standard finite-difference method as in
(4.12). Alternatively, we can first use a viscous splitting to obtain a hyperbolic
and a parabolic equation

Ii'

st +7-Vf(s)=0, si =eV - (K(z)VD(s)). (6.10)

Dimensional splitting can then be applied to one or both of the sub-equations if
necessary. Here we choose to use dimensional splitting with front tracking for the
hyperbolic sub-equation and a straightforward multi-dimensional generalization of
the finite-difference method (4.11) for the parabolic sub-equation. This approach
avoids dimensional splitting of diffusive forces and is therefore likely to have smaller
splitting errors. On the other hand, the advantage of the first approach is that it
readily opens up for the use of the corrected operator-splitting method in Algo-
rithm 4.4.1 from Section 4.4. Moreover, the parabolic substep will be faster since
an implicit scheme gives a tridiagonal systems and an explicit scheme allows for
larger time-steps than a corresponding method in multi-dimensions.
Altogether, we have now introduced three different splitting methods. The OS
method
s(z,nAt) ~ [Hay TSRy - - wSit]nﬂso, (6.11)

the OS? method

s(z,nAt) ~ [HR, 7SRy -+ Hay WSit]nﬂ'So, (6.12)
and the COS method

s(z,nAt) = [HX 78Ty -+ HX 7SA.] 750 (6.13)

The OS splitting method is summarized in Algorithm 6.1.2 for two spatial dimen-
sions.

Example 6.3. Consider now a two-phase flow in the quarter five-spot configura-
tion from Example 6.1. For simplicity we will assume that the diffusion function is
linear D(s) = s. For the mobilities, we use the analytical expressions A (s) = s2
and \,(s) = (1 — s)%.

A natural question is to ask how fast the algorithm converges. Since the ana-
Iytical solution is unknown, an indication of the convergence rate can be obtained
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Algorithm 6.1.2 OS algorithm in 2-D
Define a uniform grid [2;_1 /2, Zi41/2] X [Yj—1/2: Yj+1/2]-
Construct a piecewise constant initial function s%(z,y) = mso(x,y)
Set t =0 and At =T/N
Forn=0:N-1
For each row j =1,..., N,
Use front tracking to compute solution s(x, At) of
st 01 (@95 f(s) =0, 5(2,0) = 5"(z,y,)
Project solution back onto grid:
s (2, y) = wls(x, At), Yi—1/2 <Y < Yj+1/2
For each columni=1,..., N,
Use front tracking to compute solution s(y, At) of
st +va(y; i) f(s)y =0, s(y,0) = s"(wi,9)
Project solution back onto grid:
s (2, y) = mhs(y, At), i_1j3 < T < Tip1y2
Solve parabolic problem by finite differences on 2-D grid up to t = At
st =eV(K(z,y)VD(s)), s(z,y,0)=s"t*3(z,y)
Set s(x,y,T) = sV (z,y).

os os%

o o1 02 03 04 05 06 07 08 08 1 0 01 02 03 04 05 06 07 08 08 1

COSs Reference
0.9 0.9 solution

0 01 02z 03 04 05 06 07 08 08 1 0 o1 02 03 04 05 06 07 08 09 1

Figure 6.5. Contour plots of water saturation at time ¢ = 0.45 in a quarter five-spot
calculated by OS, 0S¥, COS and on a fine grid.
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Table 6.2. Measured errors for solution on an N x N grid relative to a 2N x 2N grid at
time t = 0.45 for four different values of €. The upper half is for OS with explicit finite
differences. The lower half is for OS? with implicit differences.

N e=5-10"2 e=5-10"3 e=5-10"* e=5-10"°

64 9.60e-03  — 6.05e-03  — 5.83e-03  — 5.85e-03 —
128  4.78¢-03 1.01 3.38¢-03  0.84 2.94e-03  0.99 3.32¢-03  0.82
256 2.50e-03 0.94 1.88¢-03  0.85 1.47¢-03  1.00 1.54e-03 1.11

64 5.97e-03  — 5.81e-03  — 5.77¢-03 — 5.84e-03 —
128 3.91e-03 0.61 3.08¢-03  0.92 2.88¢-03  1.00 3.32¢-03  0.81
256  2.17e-03  0.85 2.01e-03  0.62 1.47e-03  0.97 1.52e-03  1.13

by considering the self-convergence of the operator splitting. That is, we define
a sequence of meshes May, May)2, ... and measure the L' error on mesh M,
relative to Mag /2. Table 6.2 gives the errors and corresponding convergence rates
measured by refining a 64 x 64 grid three times for four different values of €. In
all runs we used only one pressure update step and CFL number 8.0. If large
time-steps are used, the resolution of shock-layers can be improved by using the
COS splitting. Figure 6.5 shows plots of approximate solutions at time t = 0.45
for € = 0.005 obtained on a 65 x 65 grid by OS, OS%, and COS with CFL number
16.0. For comparison, we include a fine grid reference solution (OS on a 257 x 257
grid with CFL number 2.0). Whereas the shock layer is smeared by both OS and
OS%, the COS splitting seems to resolve it (almost) correctly.

Having indicated convergence in the previous example, we immediately turn
to another example with a touch of realism.

Example 6.4. In the final example we consider a heterogeneous reservoir with a
synthetic geomodel consisting of uniform porosity field and a Gaussian permeabil-
ity field with low-permeable blocks that are barriers to the flow. The permeability
field is given on a 257 x 257 grid and has values varying between 13mD and 4.2D,
see Figure 6.7. The reservoir has five injection and five production wells, which are
all modeled as simple point sources with equal rates. The viscosity ratio i, : fly
equals 8 : 1 and ¢ is set to 0.01. Figures 6.6 and 6.7 show the result of a simulation
with twenty pressure updates to reach dimensionless time 1.0, which corresponds
to injection of a pore volume of water. The splitting step given by a CFL number
8.0 before water breakthrough and 1.0 after. For the operator splitting we used
the OS% method. At time t = 0.1 all the five production wells are producing
oil only. The water breaks through around time t = 0.12 in well 10, a little later
in wells 7 to 9, and around time t = 0.3 in well 6. At time t = 0.5 all wells are
producing water; for well 10 the accumulated water production almost equals the
oil production.

Concerning the quality of the simulation, we observe that the mass-balance er-
ror stays below 0.02% throughout the whole simulation. Moreover, the simulation
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Time t=0.1
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Figure 6.6. Simulation of the synthetic reservoir showing twenty equally spaced saturation
contours, accumulated field production, and mass-balance error.

Well no. 6 Well no. 7 Well no. 8

0 0.5 1 ] 0.5 1 0 0.5 1

Well no. 9 Well no. 10 Total production
7
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Figure 6.7. (Left) Permeability plotted on a logarithmic gray scale with dark colour for
large values and light colour for small values. (Right) Accumulated production for the
five production wells.

correctly reproduces sharper gradients in the low-permeability regions.

An overview of various operator-splitting methods with applications to porous
media is given in [93]. Reference [120] contains more examples and a thorough dis-
cussion of the operator splittings used in the current section; that paper discusses
errors in mass conservation, adaptive splitting steps, grid orientation effects, and
computational efficiency for the various splittings.

In Section 5.1 we saw how dimensional splitting with front tracking is a highly
efficient method for scalar problems with simple dynamics. In many cases one
can use CFL numbers as high as 10-50 without affecting the accuracy signifi-
cantly. Unfortunately, this situation changes when sources/sinks are included in
the forcing velocity field, as is typically the case for porous media flow. Extensive
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numerical tests show that the method propagates fluid fronts very accurately in-
side the reservoir and away from the wells. Once breakthrough occurs, substantial
material balance errors are introduced if too large time-steps are used. By reduc-
ing the splitting steps to a CFL number about unity, acceptable material balance
errors are obtained. Still, for Cartesian grid models in 2-D, the above operator-
splitting methods are surprisingly robust and are able to resolve a wide range of
balances between convective and capillary forces up to breakthrough in wells.

Unfortunately, the above operator-splitting methods are not easy to extend to
more realistic models in an efficient manner. First of all, real reservoir models
are seldom given as Cartesian grids. The industry standard is to use so-called
corner-point grids, which consist of a set of hexahedral cells that are aligned in
a logical Cartesian fashion. In physical space, the rows and columns of the grid
follow geological layers and these are seldom aligned with the coordinate direc-
tions. Secondly, the magnitude of the forcing velocity field will typically have
large variations throughout space due to heterogeneities in the permeability field
and the near-singular behavior close to injection and production wells. This may
introduce severe restrictions on the global splitting steps, as observed above at
water breakthrough. Furthermore, the number of calls to one-dimensional solvers
increases dramatically for dimensional splitting in 3-D, and this makes dimensional
splitting less attractive in terms of computational efficiency.

The above arguments explain why dimensional splitting is seldom used for
industry-standard reservoir simulation. However, this does not mean that the
underlying ideas do not have their merit. In the next section, we will consider
the alternative setting of streamline simulation where front tracking and operator
splitting is used to its full potential in a leading commercial reservoir simulator.
Streamline methods [80, 258] are by many regarded as the most efficient way of
simulating large and complex reservoir models where the flow is dictated by rock
properties, well positions and rates, fluid mobility, etc.

6.1.3 Streamline methods. Two-phase models can be solved very efficiently
by using modern streamline methods, and these methods are gaining in popularity
among reservoir engineers due to their capability of solving large geological mod-
els. In the following we will discuss the operator splittings that underlie modern
streamline methods, assuming a simplified flow model given by (6.5).

A streamline associated with a velocity field ¢ is defined as the line that is
everywhere tangential to the velocity field: that is, given by the relation dZ/dr =
¥/|0]. For a typical reservoir that produces oil by waterflooding, the fluids will
flow along streamlines that start at injection wells and terminate at production
wells. Rather than using the arc-length to parametrize streamlines, it is common
to use the so-called time-of-flight 7, which is given by

e
"= )0

dg,
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or, alternatively, by the differential relation
v V1 = ¢. (6.14)

Compared with the arc-length r, the time-of-flight takes into account the relative
voidage volume (i.e., the porosity) and can therefore be interpreted as the time
it takes to reach a given point in the reservoir for a neutral and massless particle
traveling with unit phase velocity. Next we introduce the bistream-functions v
and x given by ¥ = Vi x Vyx, which together with 7 form a complete spatial
coordinate system. Then, we can perform a formal spatial coordinate transfor-
mation (z,y,z) — (7,1, x). The gradient operator can be expressed in the new
coordinates as
0 0

0

V=V7r)—+(V¢Y)—+ (Vx)=—.

(V1) 52+ (V0) 50 + (V05

Because v is orthogonal to Vi and V¢, it follows that -V = d)a%. Combining this
with the equation for conservation of mass, V - ¥ = 0, we can rewrite the three-
dimensional saturation equation (6.5) as a family of one-dimensional transport
equations along streamlines,

st +0-f(s) =0, s(7,0) = so(7). (6.15)

Now we can use a dimensional splitting in the transformed coordinates to define
the streamline method. That is, the solution of the saturation equation in (6.5)

can be written as
s(z,nAt) = [ 8%, s0, (6.16)

where 87 denotes the one-dimensional solution operator associated with (6.15)
and the operator S(¥X) is a trivial identity operator since ¥ is orthogonal to the
gradient of the two bistream-functions. For a constant (in time) velocity field, we
now have a simple method of computing the fluid flow. In the unsteady case the
velocity field is time-dependent and the coordinate transform will also depend on
time. However, if we use the sequential splitting from Algorithm 6.1.1, we avoid
this problem. For each step in the algorithm we thus impose a steady velocity field
on the saturation equation, a velocity field that is defined by the initial velocity

" (z) of the time-step. The streamlines will therefore be obtained from

Un'VTn:¢7

instead of from the true velocity ¥(z,t) as in (6.14). Revisiting the operator-
splitting formula (6.16), we can now give a new meaning to the two operators

S st+ 0y, f(s) =0,
SWX s V(T - T")f(s)) = 0.

The operator S %) accounts for the transversal flux that arises because of tem-
poral changes in the velocity field; see [218] for a more thorough discussion. In
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practice, the effect of S(**X) is often insignificant, and this (corrective) operator
is therefore neglected. Instead, [218] proposes to use the CFL number v™ defined
by the velocity residual ¥ — ¥™ as an indicator of the accuracy of each step in
the sequential splitting algorithm. Numerical experiments in [218] show that the
splitting is stable if v < 1, whereas unstable effects can be observed if v > 1.

Practical implementations of the streamline method use an underlying grid
in physical space (i.e., using a grid in (x,y, 2)). Streamlines are computed such
that each grid block contains at least one streamline. In the saturation solver,
saturation values are mapped from the underlying grid in physical space and onto
streamlines. This gives piecewise constant initial data defined on an irregular grid
in 7 for each streamline. The solution along the streamline is computed using
an efficient one-dimensional method resulting in a new set of piecewise constant
saturation values. These saturation values are then projected onto the underlying
grid in physical space.

In general one cannot neglect gravity as was done above, and thus the satura-
tion equation assumes a more complex form

st + V- (Tf(s) + Gh(s,x)) = 0. (6.17)
For this equation it is natural to define a new operator splitting
s(z,nAt) =[S, SX]" s0,
where the operator §Y is defined by
si+ V- (Gh(s,z)) =0

and acts along gravity lines given by dZ/dr = §/|g|. This operator splitting was
first introduced by Gmelig Meyling [105, 106] and later made popular by Bratvedt
et al. [38]. In a practical implementation of the algorithm, one must also include
projections back to an underlying grid in physical space (as discussed above). Thus
the numerical algorithm can be written

s(z,nAt) = [y 8L, mr SAy]" s0,

where m, and 7, denote projection operators from gravity lines and streamlines to
the grid in physical space. This operator splitting is used in current commercial
streamline simulators.

Example 6.5. Figures 6.8 and 6.9 show computations of a reservoir model de-
scribing a 1000 x 500 x 100m reservoir with five horizontal layers with different
permeabilities. Within each layer the permeability is constant. The system is
discretized using 100 grid blocks in the x and z directions and a single block
in the y direction. A reference solution was also generated using 500 blocks in
x and z directions. The pressure equation is discretized by a standard seven-
point finite-difference approximation, see, e.g., [1]. The transport equations along
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Figure 6.8. Water saturation in the (z, z) plane after 1024 days computed with different

number of sequential splitting steps.
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Figure 6.9. Water saturation in the (z, z) plane after 1024 days computed with a single
pressure update and varying number of gravity steps.

streamlines are solved using the front-tracking method, which we have seen is ca-
pable of tracking piecewise constant saturations on an arbitrary irregular grid. For
this particular case, the gravity lines are aligned with the vertical direction and
this simplifies the gravity step.

Figure 6.8 shows the resulting water saturations after simulating the above
model for 1024 days using different number of sequential steps in Algorithm 6.1.1.
Clearly the correct overall behavior, with breakthrough occurring in the third
layer, is only recovered for the stable time-step with v < 1. The actual correction
step is not performed as the contributions to the grid block saturations are very
small, but the associated CFL number is nonetheless useful for classifying stable
time-steps.

Mapping streamline saturations to the grid significantly smears the solution,
as we also observed for the dimensional splittings in Section 5.1. Hence, the
effect of refining the gravity splitting will often be dominated by this smearing.
However, if the sequential steps are large, it is often possible to observe a significant
improvement when increasing the number of gravity steps, as shown in Figure 6.9.
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Having included gravity in the saturation solver, the final question is how to
include capillary forces. Referring to (6.2), the saturation equation can be written
in the general form

st 4+ V- (Tf(s) + Gh(s,x)) =eV - (K(z)VD(s)).
The obvious choice is to use a viscous splitting as in Section 6.1.1,
51+ V- (Tf(s)+ Gh(s,z)) =0, sy =¢eV - (K(z)VD(s)),

and solve the parabolic sub-equation on the underlying grid by some standard
method. The corresponding operator-splitting method reads

s(z,nAt) = [Haimy SK, 7 S "s0.

Unfortunately, such an operator-splitting method would suffer from the shortcom-
ings discussed in Section 4.3, and would in general require a splitting step propor-
tional to e in order to resolve shock layers correctly. Still, it may prove useful in
particular cases and has been investigated by several authors, e.g., [25, 227].

At the time of writing it is an open question how to extend the idea of flux
corrections to this kind of splitting. Conceptually, one may apply the streamline-
bistream transformation also to the diffusion operator and introduce a splitting of
the form,

s+ f(s)r = 0. (K9.D(s)),
st =V (g0 (KV (0 D(s)),
s+ V- (g’h(s,m)) =0,

where the first operator is then approximated by a one-dimensional COS approxi-
mation. In 2-D, this may be conceivable since the bistream directions can be found
by direct integration of d/diy = ¢+ /|]. Whether this actually will be efficient or
not is an open question.

6.2 Dimensional splitting for systems of conservation laws

The general convergence theory presented in the second half of the book only ap-
plies to scalar equations and systems of equations that are weakly coupled through
source terms. Operator splitting, however, is generally applicable to any system.
In this and the next section we will therefore show the application of various
operator splittings to systems of conservation and balance laws, for which our
convergence theory is not applicable. We will consider dimensional splitting, split-
ting of geometrical source terms and source terms modeling chemical reactions.
By doing so, we wish to further demonstrate the general applicability of operator
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splitting, but also show some of the potential shortcomings and limitations one
may observe for systems of conservation laws (as we already have done for the
non-strictly hyperbolic polymer system in the previous section).

In the first examples, we study the Euler equations for an ideal, polytropic gas
which is the canonical example of a hyperbolic system of conservation laws. In
two spatial dimensions the equations read

p gu pv
pU pu” +p puv .
P puw 2 +p =0. (6.18)

El, wWE+p], [E+D],
Here p denotes the density, u and v the velocity in the x and y directions, p
the pressure, and E the total energy (kinetic plus internal energy) given by E =
p(u? +v%)/2 + p/(y —1). In all computations we use vy = 1.4.

To solve the Euler equations we will employ two operator-splitting methods: a
method based upon front tracking (FTds), as described in [124], and the Nessyahu—
Tadmor scheme used componentwise (called NTds). For comparison with an

unsplit scheme we will include the two-dimensional extension of the Nessyahu—
Tadmor scheme (NT2d), see (A.28).

Example 6.6. Consider the Euler equations (6.18) with initial data
(p,u,v,p) = (r(x,y),cosb,sinb, 1),
where r(x,y) equals one of two functions

ri(xz,y) =1+ 0.1cos(27x) cos(2my),

o) = 1.0, if |z —0.5] < 0.1 and |y — 0.5| < 0.1,
A= 0.5, otherwise,

defined over the unit square with periodic boundary data. For constant 6, this
initial data gives a linear advection of the initial profile along a vector v =
(cosf,sin@).

Table 6.3 shows estimated L'-errors and convergence rates obtained through
a grid-refinement study with FTds, NTds, and NT2d on a series of grids with
N, x N, cells. The time-steps for the central schemes were restricted by a CFL
condition of 0.3. For the smooth solution we used central differences to construct
the slopes in the reconstruction (i.e., no limiter) and for the discontinuous profile
we used the MM, limiter, which reduces to central differences if

1/3 <u; — wi—1|/|wig1r — ui] < 3.

For FTds, we used N;/8 splitting steps for the discontinuous case and a CFL
condition of 8.0 in the smooth case.
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Table 6.3. Estimated L'-errors, convergence rates and runtimes in seconds for the solu-
tion of Euler equations at time ¢ = 0.5 with initial density variation r1(z,y) and 6 = 7/10
(upper part) and r2(x,y) and 0 = w/4 (lower part).

NT2d NTds FTds
N, error rate time error rate time error rate time
16 | 4.236e-03 — 0.06 | 2.307e-03 — 0.07 | 6.771e-03 — 0.01
32 | 8.910e-04 2.25 0.40 | 3.178e-04  2.86 0.47 | 3.406e-03  0.99 0.05
64 | 2.134e-04  2.06 4.24 | 6.216e-05  2.35 3.72 1.704e-03 1.00 0.39
128 | 5.320e-05 2.00 28.50 1.564e-05 1.99 28.70 | 8.713e-04  0.97 2.81

256 1.335e-05 1.99 211.00 | 4.074e-06  1.94 225.00 | 4.328e-04 1.01 21.20
512 | 3.348e-06  2.00 1820.00 | 1.047e-06 1.96  1680.00 | 2.165e-04  1.00  168.00

16 | 3.181e-02 — 0.09 | 3.140e-02 — 0.10 | 1.239e-02 — 0.01
32 1.549e-02 1.04 0.57 | 1.510e-02  1.06 0.64 | 7.514e-03  0.72 0.01
64 | 8.977e-03  0.79 5.36 | 8.792e-03  0.78 4.76 | 5.617e-03  0.42 0.04
128 | 5.543e-03  0.70 36.90 | 5.465e-03  0.69 37.50 | 3.733e-03  0.59 0.18
256 | 3.361e-03  0.72 281.00 | 3.323e-03 0.72 295.00 | 2.662e-03  0.49 1.42
512 1.974e-03  0.77  2450.00 | 1.959e-03  0.76  2280.00 | 1.860e-03  0.52 9.45

The solution for r1 is smooth and we observe the expected first-order conver-
gence for FTds and second-order convergence for the central schemes. Somewhat
surprising, we note that N'T'ds generally has lower error than NT2d. A comparison
of error versus runtime shows that the two second-order schemes perform almost
equally and are superior to the first-order front-tracking method.

The solution for ro is discontinuous and therefore the convergence rates are
reduced to well below 1.0. Comparing error versus runtime shows that the front-
tracking method is far superior with a factor up to 250 in runtime on the finer grids.
The reason for this high efficiency is that there are only a small number of waves
that needs to be resolve, as opposed to the smooth case, which is approximated in
terms of a large number of small waves.

Although the above example was quite simple, it demonstrated important char-
acteristics of the methods considered. The second-order central-difference scheme
gives a fairly good resolution of smooth waves, but behaves poorly on linear dis-
continuities (contacts and shear waves). The front-tracking scheme, on the other
hand, gives excellent resolution of discontinuities, but is only first-order accurate
on smooth waves.

In the next example we will study the Riemann problem in two spatial dimen-
sions, which has a richer wave structure. The 2-D Riemann problem consists of
four uniform states, one in each quadrant. The corresponding wave structures can
be categorized into 19 different patterns [238] (see also [165, 165, 173]) when the
constant states are chosen such that the four one-dimensional Riemann problems
between the quadrants lead to a single wave that is either a shock, a rarefaction or a
contact/slip. Here we choose one of these configurations (number five from [173]),
where the similarity solution consists of four contact discontinuities/slip-lines.

Example 6.7. Consider the Euler equations (6.18) on the unit square [—0.5, 0.5] X
[-0.5,0.5] with constant initial data in each quadrant. In primitive variables
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Figure 6.10. Emulated Schlieren images of the 2-D Riemann problem, configuration
number 5 computed on a 400 x 400 grid. The plots show the magnitude of the density
gradient depicted on a nonlinear grayscale.

v; = (p, p, u,v) these data are

vy = (1.0,2.0,-0.75,0.5), vy = (1.0,1.0,—0.75,—0,5),
v = (1.0,1.0,0.75,0.5), vy = (1.0,3.0,0.75, —0.5).

Figure 6.10 shows the solutions computed by front tracking, the N'Tds, and a
variant of the NT2d scheme where we have included improved quadrature rules
for the flux computations to reduce grid orientation effects [183]. The runtimes are
respectively 118, 694, and 1210 CPU seconds. For the NTds and NT2d schemes we
used CFL number 0.475 (giving 264 time-steps) and for the front-tracking method
we used 100 equally spaced time-steps.

The solutions are plotted as emulated Schlieren images by depicting the norm
of the density gradient in a nonlinear graymap, that is, show (1 — ||Vp||)? for p ~
10-15. This visualization technique is particularly useful for depicting gradients in
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the density, but is also excellent for enhancing small-scale variances, for instance,
the small numerical artifacts seen as shaded vertical /horizontal lines. In the visual
norm, there is no apparent quality difference in the computations: the curved
shocks are resolved accurately and the contacts are too diffusive. To improve the
resolution of the contacts for the NTds scheme (and also for the NT2d scheme),
we can employ a more compressive (but also potentially more dangerous) limiter.
The lower-right plot in Figure 6.10 shows a computation with the SBM limiter
[184] with 0 = 2.0 and 7 = 0.25. For the front-tracking method, the contacts
can be sharpened by increasing the splitting step. However, this will result in the
creation of more spurious small-scale oscillations in the region bounded by the
curved shocks.

To further assess the grid-orientation effects introduced by the dimensional-
splitting approach we can study a problem with circular symmetry on a Cartesian
grid. To be specific, we study a radially symmetric version of Sod’s test problem.

Example 6.8. Consider the Euler equations subject to the initial conditions

2 2
(oo1,0.9)(,4.0) = {(1.0,0,0, LO), fal® 4+ Jyl* < 0.16,
(0.0125,0,0,0.1), otherwise.
The solution consists of a circular shock wave propagating outwards from the
origin, followed by a contact discontinuity, and a rarefaction wave travelling toward
the origin.

Figure 6.11 shows a scatter plot of the solution at time t = 0.2 computed by
front tracking, the NTds and the NT2d scheme (with improved quadrature rules).
A scatter plot of a quantity is a plot of the value in each grid cell versus the dis-
tance of the cell centre from the origin. In this way we can present the spread
in the data, as a solution with perfect radial symmetry would consist of points
lying on a single line. In Figure 6.11 the solid line is a reference solution com-
puted by a splitting method with shock tracking for the reduced one-dimensional,
inhomogeneous system describing the radial flow (see Example 6.10 below).

The NTds scheme shows small grid-orientation effects and is comparable with
the multi-dimensional scheme NT2d. The front-tracking scheme, on the other
hand, clearly exhibits splitting errors, but has sharper resolution of the shock
and produces fewer overshoots in the post-shock region.  The result of a grid-
refinement study is reported in Table 6.4. For the central schemes we used a
CFL condition of 0.475 and the MM, limiter, and for the front-tracking method
we used splitting steps corresponding to CFL numbers around 1.2. We see that
the accuracy and efficiency of the three schemes are quite similar, with a slight
preference to the central schemes over the front-tracking method, for which the
analytical Riemann solver [109] applied is relatively costly compared with the
Riemann solver used in the scalar case.

In the final example we will study a dambreak problem described by the shallow
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Figure 6.11. Solution of the radially symmetric Sod’s problem computed on a 101 x 101
grid using 10 time-steps for front tracking and CFL number 0.475 (giving 23 time-steps)
for the central schemes.

Table 6.4. Estimated L'-errors, convergence rates and runtimes in seconds for the solu-
tion of the radial Sod’s problem at time t = 0.2.

N NT2d NTds FTds

16 | 9.17e-02 — 0.01 | 9.06e-02 — 0.02 | 1.10e-01 — 0.01
32 | 7.28e-02 0.33 0.06 | 7.13e-02 0.35 0.07 | 6.57e-02 0.74 0.11
64 | 3.66e-02 0.99 0.60 | 3.74e-02 0.93 0.55 | 3.87e-02 0.76 0.53
128 | 2.00e-02 0.87 4.05 | 1.88e-02 0.99 4.13 | 2.54e-02 0.61 3.18
256 | 1.08e-02 0.89 30.20 | 9.71e-03 0.95 32.30 | 1.53e-02 0.73 21.10
512 | 6.06e-03 0.83 240.00 | 5.31e-03 0.87 261.00 | 9.31e-03 0.72 154.00

water equations, which are obtained by considering a depth-integrated flow,

h hu hv
hu| + hu2+%gh2 + huw =0.

hv], huv ” hv? + %gh2 ’
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Here h denotes water depth, u and v are depth-averaged velocities in the x and y
directions, respectively, and g is the acceleration of gravity (set to 9.8 m/s? in the
next example).

Example 6.9. Consider a 200 m long and 200 m wide water reservoir with two
different constant levels of water separated by a dam. The dam is 10 m thick and
extends in the y-direction, starting at * = 95 m. The dam breaks at time t = 0.0
and the breach is 75 m wide and starts at y = 95m. The initial conditions are
given by

10m, 2 <100m,

5m, otherwise,

h’(x’:% O) = {

u(z,y,0) = v(x,y,0) = 0m/s.

Figure 6.12 shows the surface elevation at times after 3.6, 7.2, and 10.8 seconds.
The solution is computed by the front-tracking algorithm on a grid with 40 x 40
cells using a Godunov splitting with a fixed splitting step corresponding to a CFL
number of 1.5. Initially the solution consists of a rarefaction wave propagating
upstream in the high-water region and a bore propagating into the downstream
side of the reservoir. In the second plot the bore has been reflected from the
upper side wall and in the third plot it has reached the wall in the downstream
direction. The front-tracking scheme resolves the bore very well, using only two
points to represent the shock (after the projection) and compares favorably with
other results reported in the literature; see [116] for a more thorough discussion.

As has been studied previously, the accuracy of the front-tracking method is
determined by two factors: splitting errors and numerical diffusion caused by the
projections onto a regular grid. The number of time-steps required to resolve the
dynamics on the coarse 40 x 40 grid corresponds to a CFL number 1.5. On a
finer grid, we expect to be able to use larger time-steps. In Figure 6.13 we show
the effect of increasing the time-step on a 200 x 200 grid. By increasing the CFL
number of the splitting step from 1.0 to 1.5, we increase the resolution of the
leading bore, and by increasing the time-steps to CFL number 4.0 we also observe
improved resolution of the shock wave reflected from the upper wall. This means
that the projection error is dominant for low CFL numbers, as was observed in
the scalar case. When the splitting step is increased further, a new factor enters
the picture. In general, the projection (of shock waves) will introduce waves in the
other passive families. These weak waves are resolved and tracked in the next step
by the front-tracking solution, leading to a large number of weak wave interactions.
As the splitting step increases, these weak waves become more and more dominant
and the quality of the solution deteriorates. This effect was not observed in the
scalar case, since scalar equations only have one characteristic family.

In this section we have observed that dimensional splitting is a simple, but effi-
cient way to extend one-dimensional high-resolution methods to multi-dimensions.
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Figure 6.12. Water surface elevation for the dambreak problem after 3.6, 7.2 and 10.8
seconds.
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Figure 6.13. Contour plots of the water elevation at time ¢ = 10.0 computed on a 200 x 200
grid with CFL numbers 1.0, 1.5, 4.0, and 6.0. The lower right plot is a simulation on a
800 x 800 grid with CFL number 2.0.

Used in this setting, the front-tracking method can be viewed as a large time-step,
finite-volume scheme that reduces to the first-order Godunov method for CFL
numbers below 0.5.

For (conventional) finite-volume schemes, the size of the splitting step is natu-
rally determined by the underlying CFL condition that restricts the time-step in
each one-dimensional sweep. Front tracking, on the other hand, is unconditionally
stable and should in principle be ideal for application as a large-step method in
which the size of the splitting step is determined by the underlying dynamics in the
equation. This is indeed possible for scalar equations, as has been demonstrated
by several examples. For systems of equations, the range of feasible splitting steps
only extends to CFL numbers moderately larger than unity due to small-scale
oscillations coming from weak waves in the passive families introduced by the pro-
jection operator. Dimensional splitting with front tracking will therefore be most
efficient in cases that are dominated by strong discontinuities. For cases with
smooth transitions and/or interaction of many small waves, the efficiency will be
greatly reduced unless one can use a highly efficient and simplified Riemann solver,
see the discussion in [174]. If smooth parts of the wave patterns are important,
one is generally better off by using a high-order finite-volume method.
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6.3 Operator splitting for balance laws

We will now consider splitting applied to inhomogeneous (systems of) conservation
laws
ur + V- f(u) = h(u), u(z,0) = up(x), u e R™, (6.19)

where the corresponding homogeneous conservation law u;+V- f(u) = 0 is assumed
to be hyperbolic. The function h(u) is referred to as a source term and Equation
(6.19) is often called a balance law rather than a conservation law.

A fractional steps method consists of splitting the inhomogeneous equation
(6.19) into a homogeneous hyperbolic problem v; + Vf(v) = 0 and an ordinary
differential equation v; = h(v). Let S; and R; denote the corresponding solution
operators. Then the fractional steps approximation to (6.19) is obtained by using
either the first-order Godunov splitting

u(z, nAt) ~ [RarSat] o,
or the second-order Strang splitting
w(x,nAt) ~ [Rar/2SatRars2] o

An alternative splitting is obtained by replacing the ODE v; = h(v) by the dif-
ferential equation V f(v) = h(v). This is particularly useful for quasi-stationary
flows for which u; ~ 0.

High-resolution methods for balance laws is an important topic and there is an
extensive literature in this field. An excellent overview of high-resolution meth-
ods for balance laws, with or without splitting, is given in [176, Chap. 17]. Here
we will try to illustrate the use of operator splittings for balance laws by a few
examples. Unlike in the preceding sections, we will not discuss numerical con-
vergence of the splitting strategies. Instead, the examples aim to illustrate (once
again) that operator splitting is a useful strategy, but also that it may have cer-
tain potential pitfalls. Rigorous convergence results and error estimates for such
operator-splitting methods have been obtained in [170, 253, 254] for the scalar
case, and will also be discussed in Chapters 3 and 5.

The examples will be divided into three different categories: (i) examples of
geometric source terms, where we discuss radially symmetric flows and water waves
over a bottom topography; (ii) examples of reacting flows, where we discuss the
reactive Euler equations; and (iii) examples of flows with external forces, where
we discuss Rayleigh—Taylor instabilities induced by gravity when a layer of heavy
fluid is placed on top of a light fluid.

6.3.1 Geometric source terms. A physical problem that occurs in three spa-
tial dimensions can often be described by a mathematical model in one or two
spatial dimensions by using symmetries or special features of the problem. When
going from a full three-dimensional model to some lower quasi-dimensional model,
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Uniform grid Adaptive grid

28

Figure 6.14. Internal energy in the radially symmetric solution computed on a grid with
250 uniform cells using 20 equal splitting steps.

source terms are often added to the equations to model the reduced dimensional-
ity. Similarly, if the problem is posed internal or external to some given geometry,
such as for flow in a duct with variable width, extra source terms will arise to
model the geometry in the reduced model.

As an example let us consider the multi-dimensional Euler equations of gas
dynamics. For problems with cylindrical or spherical symmetry, the flow can be
described by the quasi-one-dimensional inhomogeneous equation

p pu ol pu
oul + | pul+p| =—— pu? . (6.20)
El, u(E+p)], " |u(E +p)

Here r denotes the radial direction, p the density, u the radial velocity, p the
pressure, and F the total energy. We assume that the gas is ideal and polytropic,
i.e., the energy is given by E = pu?/2 + p/(y — 1), where the constant v is set
to 1.4. For « equal 1, (6.18) is equivalent to the two-dimensional equations with
cylindrical symmetry. For three-dimensional systems with spherical symmetry, a
equals 2.

Example 6.10. Consider now an explosion problem, as in Example 6.8 in the
previous section. The initial data are constant in two regions separated by a circle
of radius 0.4 centred at the origin. Inside the circle py;, = pi, = 1.0, and out-
side pout = 0.125, poye = 0.1. The velocity is zero everywhere. The left plot in
Figure 6.14 shows the radial solution (internal energy) computed using a straight-
forward approach with front tracking for the homogeneous conservation law and
the forward Euler method for the ODE. After each hyperbolic step, the front-
tracking solution is projected onto a uniform grid. Unfortunately, this projection
introduces small waves in the passive wave families near strong shocks (as dis-
cussed briefly in the previous section). These small waves pollute the solution
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and lead to the oscillations observed in the post-shock zone. To overcome this
problem we can introduce an adaptive grid where extra grid nodes are added at
the position of all waves exceeding a prescribed threshold. In the right-hand plot
in Figure 6.14 we have recomputed the solution using the adaptive grid. In the
adaptive grid, only two extra grid points were added, one at the shock and one
at the contact discontinuity. Still, the improvement in the quality of the solution
is striking. The oscillations in the region between the shock and the contact dis-
continuity have almost disappeared and the latter wave is not smeared, as it is for
the non-adaptive (fixed-grid) method.

The depth-integrated shallow water equations for one-dimensional flows over a
variable bottom topography reads

[hhuL * [huQ T;glﬁL - [—(z;?)xgh} : (6.21)

Here h denotes water depth, u is depth-averaged velocity, and g is the acceleration
of gravity. The source term on the right-hand side is a geometric source term,
where z; denotes the bottom topography.

Example 6.11. Consider a current of water flowing over an obstacle. An example
can be described by (6.21) with initial conditions

h(z,0) = 1.0 — z(x), u(z,0) = 1.0,

absorbing boundary conditions, and bottom topography

@) 0.2(1—%), 9< <2,
Zp\T) =
0, otherwise.

The spatial domain is x € [—10,10], and we rescale the equations by setting
g = 1. To solve this equation we use front tracking in combination with first-order
Godunov splitting for the source term. As in the previous example we project the
front-tracking solution onto a grid before applying the ODE solver for the source
term. This is done in two ways, either by assuming a fixed grid or by adding
extra grid cells at strong shocks. Figure 6.15 shows solutions at times t = 5 and
10 computed with 100 and 2000 uniform grid cells by front tracking and by the
composite scheme LWLF4 [190], which consists of four dispersive Lax—Wendroff
steps followed by a diffusive Lax—Friedrichs step. We use a fixed CFL number
1.75 for the two front-tracking methods and 0.8 for LWLF4. In the adaptive-grid
method, only two extra grid cells were added. Although front tracking with a fixed
grid gives better resolution than LWLF4 on the same grid, it can by no means
compete with front tracking with two extra grid cells added at the discontinuities.
This method resolves both shocks within one grid cell.
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Figure 6.15. Shallow water flow over a topography in one dimension computed by the
composite scheme LWLF4 (top), by front tracking with adaptive grid (middle), and by
front tracking on a fixed grid (bottom).

6.3.2 Equilibrium states. In the two previous examples we have considered
flows where the primary objects of interest were relatively strong waves: a pressure
wave resulting from an explosion and the swell created by an underwater mountain.
On the other hand, many real-life applications are merely perturbations of a steady
state or some kind of underlying physical equilibrium. Resolving such phenomena
turns out to be surprisingly difficult, as we will see in the next example.

Example 6.12. The equilibrium states of the depth-integrated shallow-water
equations (6.21) are given by

1
hu = const  and §u2 + gH = const

where H := h + z, is the water height relative to some reference level. In this
example we will consider a particular equilibrium state, the lake-at-rest given by

u=0 and H = const.
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Figure 6.16. Approximate solution of the lake-at-rest computed using 100, 200, and 400
grid cells for CFL number 1.75 (left), and for CFL numbers 1.0, 2.0, and 4.0 for 200 cells
(right).

To study this problem, we use the same configuration as in Example 6.11, except
that we set the water velocity to zero and assume reflective boundaries. Figure 6.16
shows approximate solutions computed using 100, 200, and 400 grid cells for CFL
number 1.75 and CFL numbers 1.0, 2.0, and 4.0 for 200 cells. For all parameters,
the approximate solution contains a ‘numerical storm’ that has been created due to
splitting errors. As can be seen from the figure, the maximal wave height decreases
as the grid is refined. Similarly, the wave height increases with the size of the time-
step, as does the runtime due to a dramatic increase both in the number of wave
interactions and the number of fronts needed to represent the solution.

Similar errors are in fact observed also for unsplit schemes. This observation
has led to the development of so-called well-balanced schemes that are designed
such that the discrete flux and source terms balance exactly at the steady state,
see, e.g., [7, 110, 214, 277].

6.3.3 Reactive flows. Many physical models involve chemical reactions. Reac-
tion among the species in a flowing fluid will generally affect the dynamics of the
fluid motion through a strong coupling between the fluxes and the source terms.
In particular, if the chemical reactions take place on a much smaller time scale
than the wave speeds in the fluid, the problem is said to be stiff. Problems with
stiff source terms are generally hard to solve.

In the next two examples we will study operator-splitting methods applied to
two reactive flows; one with nonstiff and one with stiff source terms. The physical
problem consists of a simplified chemically reacting flow with two chemical species:
“burnt gas” and “unburnt gas”. The unburnt gas (the reactant) is converted to
burnt gas (the product) through a one-step irreversible process where the reac-
tion rate K(T') depends only on temperature. We ignore the effects of viscosity,
radiation, and heat conduction.
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Then the combustion process is described by the reactive Euler equations

p pu 0
U pu? +p . 0
+ =
E w(E +p) 0
pZ], puZ —K(T)pZ

x

Here Z denotes the fraction of unburnt gas, K is the reaction rate of the burning
process and depends upon the temperature T' = p/pR, where R is the universal gas
constant. The unburnt gas contains chemical energy and the total energy reads

1
E=—t— b oo+ gopZ,
y—1 2
where qq is the heat released when the gas burns. The inhomogeneous system can
be converted into an equivalent form,

p pu 0

pul pul+p | _ 0

E w(E+p)| (@K (T)pZ|’
pZ puZz -K(T)pZ

t T

where E = pu? /2+ p/(y —1). For this equation, the homogeneous part is the
standard Euler equations for a single ideal gas.

Example 6.13. Consider first the following simple model for the reaction rate K,
K(T) = Koe E'/7T,

where Ky is the reaction rate multiplier and E™ is the activation energy. In the
computations we will use the following constants: v = 1.2, R = 1.0, ¢o = 50, and
Ky = Et = 10.0. As initial data, we use the Riemann problem with left state
(pL,pr,ur) = (15,1,3) and right state (pg, pr,ur) = (1,1,0). With this initial
state, the gas will start to burn immediately and a detonation wave will form.
The detonation wave consists of an ordinary gas dynamical shock, in which the
pressure and density increase. This will heat the gas so that it burns in a thin
reaction zone behind the shock. Behind the reaction zone, there is no unburnt gas
left. Figure 6.17 shows the pressure, density and reactant mass fraction at time
t = 3.0 computed by the operator-splitting method with adaptive spatial grid.
The computation is in very good agreement with the reference solution. Accurate
representation of the leading shock is crucial in order to properly compute the
detonation wave, and the good resolution on this relatively coarse grid can be
ascribed to the adaptive grid that tracks the shock. Without grid adaptation, the
operator-splitting method gives qualitatively correct results only on more refined
grids, see Figure 6.18.
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Figure 6.17. The propagating combustion front at time ¢t = 3.0 computed on a 150 grid
with 75 time-steps. The thin line gives a reference solution computed on a 19200 grid.

150 cells, 75 steps 600 cells, 300 steps 2400 cells, 1200 steps

Figure 6.18. Convergence of the operator-splitting method without adaptive grid. The
dashed line gives the reference solution.

In the above example, the chemical reaction occurs on a time scale that is
almost of the same magnitude as that of the waves in the fluid flow. The operator
splitting method was therefore able to resolve the dynamics of the flow. In the next
example we will consider another reaction model where the reaction takes place
almost instantaneously. This gives a stiff problem for which the operator-splitting
strategy fails to compute the correct solution.

Example 6.14. Consider as above the reactive Euler equations, but now with a
simpler model for the reaction rate K,

1 T > T
K(T): /Ta = 40,
0, T<T

Here Ty is the ignition temperature and T is a (small) time scale of the reaction.
The model reflects that reactions are negligible for temperatures below the ignition
temperature and almost instantaneous above.

This system is stiff, since the reaction occurs on a very small time scale T inside
a reaction zone with spatial width proportional to T. In practise, T is much smaller
than both the time scale of the front propagation and the possible sizes of grid cells.
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Figure 6.19. (Left) Pressure profile of the detonation front at time ¢ = 0.4 computed
on a 250 grid with 100 time-steps. (Right) Solution in the (z,t) plane for the first five
time-steps. Solid lines give fronts in front-tracking algorithm, the dashed line gives the
path of the physically correct shock front, and the horizontal lines indicate grid-cells in
which the gas is burned in each time-step.
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Figure 6.20. Pressure profile of the detonation front at time ¢t = 0.4 computed on a 250
grid with 45 time-steps.

To integrate the ODE we therefore use an explicit method with time-step k = 7/5.

In the computations we use g = R = 1, Ty = 0.22, and 7 = 10~%. Figure 6.19
shows the pressure at time t = 0.4 computed by our operating splitting method on
a uniform grid with 250 cells. The solution is computed using 100 equally spaced
time-steps. This corresponds to a CFL number varying between 0.56 and 0.74,
that is, the front-tracking method in the hyperbolic step is similar to Godunov’s
method. Although the plots seem reasonable, the results are nonphysical. The
exact solution consists of a shock front propagating at speed s = 1, followed
by a deflagration wave. This profile is obtained if we decrease the number of
splitting steps to 45, giving a CFL number between 1.25 and 1.58, see Figure 6.20.
The unphysical waves are eliminated and the pressure peak in the so-called ZND
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structure is captured. On the other hand, the quality of the solution is quite poor
with unstable oscillations behind the deflagration wave and oscillations of the
pressure peak in time. The extent and structure of these oscillations are strongly
dependent upon the splitting step (and the grid size) and the method can therefore
not be considered to be stable.

To explain what goes wrong in the computation above, we can look at the
solution in the (z,t) plane. The right-hand plot in Figure 6.19 shows the solution
up to time 0.02. In the first hyperbolic step, the solution consists of a shock
followed by a contact discontinuity, both propagating with positive speeds, and a
rarefaction wave propagating with negative speed. The passing shock heats the
gas such that reaction takes place in the zone between the shock and the contact
discontinuity and burns the gas almost instantaneously. The width of this reaction
zone is a mere fraction of the width of the cells in the uniform grid. However, in
our numerical approach, we project the solution from the hyperbolic step back
onto the uniform grid before we allow the chemical reaction. Thus, the whole grid
cell, and not just the true reaction zone, is heated above the ignition temperature.
The zones ‘burned’ in the ODE steps are represented by horizontal lines in the
right-hand plot of Figure 6.19. Since the time-step is much larger than 7, the
gas burns instantaneously. Hence the interface between burnt and unburnt gas
moves faster than it should (the true wave speed of the reaction front is indicated
by a dashed line). This shortcoming is not cured by changing the order of the
operators in the splitting algorithm. The problem of unphysical wave speeds was
first discussed by Colella, Majda, and Roytburd [68].

To overcome these problems, various more advanced methods have been devised
by several authors. A simple method called the random projection method was
proposed by Bao and Jin [9], in which the ignition temperature Ty is replaced by
a random variable in order to obtain a shock propagation that is correct in the
averaged sense.

6.3.4 External forces. Source terms may also arise when external forces are
applied to a system. Physically this means that the rate of change of a conserved
quantity within a volume is balanced by the flux over the edges and the exter-
nal forces. As an example, we can include gravity in the Euler equations of gas
dynamics

p U pU pv 0
pu pu? +p puv puw 0
pv | + puv + | p?+p | + pow =10
pw puw pow pw? +p gp
E|, |u(E+p) v(E+p) w(E + p) gpw

x z

Y

Here the initial momentum will not be conserved since the gravity will induce an
acceleration in the vertical direction and likewise for the energy.
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t=0.0 t=2.0 t=4.0 t=6.0 t =8.0

Figure 6.21. Evolution of the Rayleigh—Taylor instability depicted as emulated Schlieren
images. The numerical approximation was computed by the NT2d scheme on a 266 x 800
grid with CFL number 0.45: MM limiter (upper row) and van Leer limiter (lower row).
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NT2d: van Leer NTds: van Leer front tracking

Figure 6.22. The Rayleigh—Taylor instability at time ¢ = 8.0 computed with NT2d and
the two dimensional splitting schemes on a 266 x 800 grid. The central schemes used a

CFL number 0.45 and the front-tracking scheme 8500 equally spaced time-steps (giving
a CFL number about 1.5).

Example 6.15. We consider the simulation of a Rayleigh—Taylor instability. This
physical instability arises when a layer of heavier fluid is placed on top of a lighter
fluid and the heavier fluid is accelerated downwards by gravity. Similar phenom-
ena occur more generally when a light fluid is accelerated towards a heavy fluid.
The instability can be described by the two-dimensional Euler equations with a
gravitational term. The physical domain is [-1/6,1/6] x [0,1] with a gravita-
tional acceleration g = —0.1 in the y-direction. The lower fluid has unit density
and the density of the upper fluid is twice as high. The interface of the fluids
is y = 1/2 4+ 0.01 cos(6mzx). The fluids are initially at rest and the pressure is
hydrostatic. The boundary conditions are periodic in the x-direction and reflec-
tive in the y-direction. Figure 6.21 shows the evolution of the Rayleigh—Taylor
instability computed by a splitting method with the NT2d scheme from [183] for
the homogeneous Euler equations. The interface between the light and heavy fluid
is unstable. The dissipative MM; limiter suppresses the instability, whereas the
interface breaks up for the van Leer limiter due to less numerical dissipation.

Two additional schemes can be obtained by expanding the two-dimensional
splitting schemes introduced in Example 4 in the previous section. Plots of the
corresponding splitting solutions are given in Figure 6.22. The numerical solutions
obtained by NT2d and N'Tds are almost indistinguishable, while the front-tracking
computation shows a clear lack of symmetry. Of the three schemes, the NTds
scheme is by far the fastest; for the computation in Figure 6.22 the ratios of the
elapsed runtimes for NTds, NT2d, and the front-tracking scheme were 1 : 1.7 : 2.5.
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To achieve a sufficient resolution in the front-tracking computation, we eliminated
only very small waves (with strength below 107°). Thus a very large number of
fronts were tracked and about 1.4 - 100 front collisions were resolved, resulting in
the highest runtime.

Example 6.16. Similarly, we can extend the previous Rayleigh—Taylor simulation
to three spatial dimensions. The physical domain is [—1/6,1/6] x [-1/6,1/6] x
[0.2,0.8] with gravitational acceleration g = —0.1 in the vertical z direction. The
upper fluid has density 2 and the lower fluid 1. The interface of the fluids is at
2z =1/240.01 cos(67 min(+/z2 + y2,1/6)). The fluids are initially at rest and the
pressure is hydrostatic. The boundary conditions are periodic in the horizontal
direction and reflective in the vertical direction. To compute the instability we use
a Godunov splitting as above with a three-dimensional extension of the NT scheme
(NT3d) for the homogeneous Euler equations. Figure 6.23 shows the evolution of
the instability.

6.4 Final remarks

We conclude this book by reiterating its scope, namely to provide the reader with
an overview of contemporary mathematical and numerical techniques based on
operator splitting for a class of nonlinear partial differential equations possessing
solutions with limited regularity. We use “operator splitting” as a collective term
to describe different techniques that share the common property that a complex
operator is written as a sum of simpler operators. The simpler problems are solved,
and this yields an approximate solution of the original problem. This idea is simple
and has been studied and refined by several researchers for half a century.

Compared to the existing literature on splitting methods, an original aspect
of our presentation lies in the fact that we are systematically utilizing numerical
methods and mathematical theory associated with hyperbolic problems to con-
struct fully discrete splitting methods, some of which are specifically designed to
allow for large time (splitting) steps. This “hyperbolic” approach also enables
us to provide a unifying convergence theory that applies to solutions exhibiting
complex behavior such as discontinuities (shock waves), thereby covering a large
class of mixed hyperbolic-parabolic evolution equations as well as weakly coupled
systems of such equations.

Since the solutions of these equations lack regularity, efficient and accurate
numerical computations are complicated. The operator splitting approach offers a
simple solution method: Take your favorite numerical methods for the individual,
simpler equations, apply operator splitting to combine the simple solutions to
obtain an approximate solution for the original problem. With this set-up you
can combine various techniques to produce easily implementable methods for your
complicated problem. As a result it provides an excellent tool for swift numerical
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Figure 6.23. The Rayleigh—Taylor instability at times ¢t = 0.5, 0.6, 0.7, and 0.8 computed
with NT3d on a 100 x 100 x 182 grid with the MM;j 3 limiter.
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investigations. Although our theoretical convergence framework only applies to
scalar and weakly coupled systems of equations, operator splitting offers a general
set-up for constructing methods for systems of equations, with good results as the
numerical examples show. For higher-dimensional problems it might be the only
applicable model. But beware! Operator splitting is not a cure-it-all method, but
nor is it snake oil.



A

A Crash Course in Numerical Methods for
Comnservation Laws

In the previous chapter we discussed examples of operator splitting applied to fairly
simple equations. In most cases, we were able to derive analytical expressions for
the elementary operators and could obtain semi-analytical operator splitting ap-
proximations. This is seldom possible, and one generally has to employ some nu-
merical method and use a fully discrete operator splitting method. Analysis of such
operator splittings is the topic for this book, starting with a review of some exam-
ples in Chapter 6. As stated repeatedly throughout the book, our main emphasis is
on convection-dominated problems, where the convective part of the equation plays
a decisive role. This naturally leads to splitting methods where a conservation law
is the primary elementary equation used to build approximate solutions. This
chapter is therefore devoted to the numerical solution of such equations, giving a
crash course in the most important mathematical and numerical concepts used to
build computational methods for hyperbolic equations. For a broad-ranging intro-
duction to contemporary numerical methods for hyperbolic conservation laws, we
refer to [15, 67, 101, 104, 107, 108, 115, 159, 175, 176, 260, 262].

A.1 Hyperbolic conservation laws

The term hyperbolic conservation laws usually denotes a first-order, quasilinear
partial differential equation of the following form (in one spatial dimension)

w + f(u), =0. (A1)

Here u is some conserved quantity (scalar or vector) and f(uw) is a flux function. A
conservation law usually arises from a more fundamental physical law on integral
form. In one spatial dimension, this law typically reads

%/12 u(z,t)de = f(u(z1,t))—f(u(zs,t)). (A.2)

T

The physical law states that the rate of change of quantity w within [z1, 22] equals
the flux across the boundaries x = x1 and x = 5. The partial differential equation
(A.1) then follows under additional regularity assumptions on u.
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Several of the elementary operators we encountered in Chapter 2 were special
cases of the Cauchy problem for (A.1); that is, of the form

ue + f(u)z =0, u(z,0) = up(x). (A.3)

For a nonlinear flux function f, solutions of this equation may develop disconti-
nuities in finite time, even for smooth initial data. This means that the solution
of (A.3) is understood in the weak sense,

/OOO/R(u¢t + f(u)py) dtdx = /Ruo(x)¢(gg70) dz. (A4)

Here ¢(z,t) is a smooth test function possessing all the necessary derivatives. The
function ¢(z,t) is also assumed to have compact support, meaning that it vanishes
outside a bounded region in the (x,t)-plane.

Solutions defined by the weak form (A.4) are not necessarily unique. The
solution concept must therefore be extended to include additional admissibility
conditions to single out the correct solution among several possible candidates
satisfying the weak form. A classical method to obtain uniqueness is to add a
regularizing second-order term to (A.l), giving a parabolic equation

ui + f(us)ﬂ" = Eu;xv

that has smooth solutions. Then the unique solution of (A.1) is defined as the
limit of u®(z,t) as € tends to zero. In models from fluid dynamics, such a second-
order term can be proportional to the viscosity of the fluid, and the method is
therefore called the wvanishing viscosity method. Since the solutions u®(x,t) are
smooth, classical analysis coupled with careful limit arguments can be used to
show existence, uniqueness, and stability of the solution of (A.1). This was first
done by Kruzkov [161], whose seminal work on 'doubling of the variables’ has had
a tremendous impact on the development of modern theory for nonlinear partial
differential equations [41, 73, 126, 201, 221, 239, 240, 243].

However, using the viscosity limit as an admissibility condition is impractical.
If u® is a solution of the equation with viscosity, then

ui + f () us = eul,,
and multiplying this with a convex differentiable function n’(u®) yields
0 (), + 0 () ' (W) ug = e (n (W) ug), —en’ (u) (u5)? < e (f (u) u3), .
Now define the entropy flux corresponding to n by
q (u) =n'(u) f'(u). (A.5)
If u is to be the limit of u® then we can let € to zero and obtain

n(w)e + q(u)z <0, (A.6)
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which must be interpreted in the weak sense as

// Wée + qu)ds) dida + / n(uo(2))d(z,0)dz >0, (A7)

R

for all nonnegative test functions ¢. We call (1, ¢) an entropy/entropy flux pair.
This name originates from thermodynamics.

Now if u is a vector with K components, u = (uy,...,ux), and flux function
f=(fu),..., fE(u)), (A.5) is a system of K equations for the partial derivatives
of g,

Zafk M 1K

auz Ou; Ouy,

A continuous solution ¢ can be found if and only if the mixed partial derivatives
of g are equal, which again implies that

ofk 527] 0%n .
< < K.
zk: Oou; 8uk6u3 Z Ou; aukﬁul foralll <i,j< K

Therefore, if K > 1, the existence of such entropy pairs is not obvious for a general
system of conservation laws, but such pairs exist and have a clear physical inter-
pretation for several important systems of equations, for instance in gas dynamics.

For scalar equations it can be shown that all entropy pairs with convex n are
equivalent. A common choice is the so-called Kruzkov entropy pair,

n(u) = lu—k[, q(u) = sign(u = k)(f(u) = f(k)), (A.8)

where k is any constant. We say that u(z,t) is an entropy weak solution of (A.1)
if it satisfies (A.7) with the Kruzkov entropy/entropy flux pair for all real numbers
k and nonnegative test functions ¢.

We refer to Chapter 3 for a detailed discussion of the mathematical theory for
scalar conservation laws in the context of the more general degenerate parabolic
equations.

A.2 Finite-volume methods

Finite-difference methods use discrete differences to approximate the derivatives
in a partial differential equation. This gives discrete evolution equations for a set
of point values approximating the true solution of the PDE. Once a discontinuity
arises in the hyperbolic conservation law, the differential equation will cease to be
pointwise valid in the classical sense. Hence, it is also to be expected that classical
finite-difference approximations will break down at discontinuities, causing severe
problems for standard finite-difference methods. To overcome this computational
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problem, it turns out that instead of seeking pointwise solutions to (A.1), one
should look for solutions of the more fundamental integral form (A.2). To this end,
we break the domain [z1, 23] into a set of subdomains—which we call finite volumes
or grid cells—and seek approximations to the global solution u in terms of a discrete
set of cell averages defined over each grid cell; that is, we seek approximations to
%= [ u(z,t) dx over each grid cell of size Az. Such methods are usually called
finite-volume methods.

There is a close relation between finite-difference and finite-volume methods
since the formula of a specific finite-volume method in some cases may be inter-
preted directly as a finite-difference approximation to the underlying differential
equation. However, the underlying principles are fundamentally different. Finite
difference methods evolve a discrete set of point values by approximating (A.1).
Finite-volume methods evolve globally defined solutions as given by (A.2) and real-
ize them in terms of a discrete set of cell averages. The evolution of globally defined
solutions is the key to the success of modern methods for hyperbolic conservation
laws. There are many good books describing such methods. We can recommend
the books [104, 107, 108, 115, 159, 175, 176, 260, 262], see also [15, 67, 101].

A.3 Conservative methods

The starting point for a finite-volume method for (A.1) is the cell-average defined

by
1 Tit1/2 ( )
uy = / u(x, ty) dzx.
A‘ri Ti—1/2

These cell averages are usually evolved in time by an explicit time-marching
method, obtained by integrating (A.2) in time,

1 tni1 1 tnt1

7,7'L+1 _ UZL — Fx . f(U(ZL'i_l/Q, t)) dt — Fx . f(u(:]fi_;’_l/g, t)) dt. (Ag)

Uu

Generally, we will not be able to compute the flux integrals exactly, since the
point values u(x;11/,t) vary with time and are in general unknown. However,
the equation suggests that the numerical method should be of the form
1
up ™t =l = NE s — Fly ), (A.10)

3

where A = At/Az and F, | /2 is some approximation to the average flux over each
cell interface,
oy )

mn

i+1/2 2 flu(@iziy2, 1)) dt.

it1/2 At /t i ixl/
Any numerical method of this form will generally be conservative. To see this, we
can sum the equation over all . The flux terms will cancel in pairs, and we are
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left with
M M
STt = 3wl A(Ffiage — Faroga):
i i=—M

The two flux terms vanish if we assume either periodic boundary conditions or
that u(x,t) approaches the same constant value as © — +oo. Thus, the numerical
method conserves the quantity u, i.e.,

/u"(a:) do = /uo(x) da.

Schemes of the form (A.10) are denoted conservative schemes.

Hyperbolic conservation laws have finite speed of propagation, unless they
degenerate in some form. It is therefore natural to assume that the average fluxes
are given in terms of their neighboring cell averages; that is,

mn o n n
Fi_~_1/2 fF(ui_p,...,qu).

The function F is called the numerical flur and will be referred to by the abbre-
viation F'(u™;i+ 1/2).

It is often convenient to extend the numerical approximation u}' to a function
defined on all of space and time. Thus we define

Uax(2,8) = D U X oy 1 pwiss o) (T X(tntngn) () (A.11)

where x; denotes the characteristic function of the set I.

A.4 A few classical schemes

We have now gone through the basic underlying principles for the design of schemes
for conservation laws. It is therefore time to show some examples of such schemes.

The simplest example is the upwind scheme. If f’(u) > 0, the scheme has
numerical flux F(u";i4 1/2) = f(ul) and reads (with A = At/Ax)

ul Tt =l — Afi) = flufy)]. (A.12)
Similarly, if f’(u) < 0, the upwind scheme takes the form
uptt = = A[f(uy) — f(u])].

In either case, the upwind scheme is a two-point scheme based upon one-sided
differences in the so-called upwind direction, i.e., in the direction where the in-
formation flows from. The idea of upwind-differencing is the underlying design
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principle behind a large number of schemes of the Godunov-upwind type, which
we will return to below.
Another classical scheme is the three-point Lax—Friedrichs scheme,

upth = G (uiy + i) = SA[f(uln) = fuly)]- (A.13)

The Lax—Friedrichs scheme is based upon central differencing and is a very stable,
all-purpose scheme that will always converge, although sometimes painstakingly
slowly. The scheme can be written in conservation form by introducing the nu-
merical flux

P 41/2) = g (uf — i) + 3 [Fd) + Fludi)].

The upwind and the Lax—Friedrichs schemes are both examples of schemes that
are formally first-order in the sense that their truncation error is of order 2, see
Section A.5. Hence the schemes will converge with order 1 for smooth solutions;
i.e., the error is O(Ax) as Az — 0.

Better accuracy can be obtained if we make a better approximation to the
integral in the definition of the average flux. Instead of evaluating the integral at
the endpoint Z,,, we can evaluate it at the midpoint ¢,41/2 = t,, + %At. This gives
a classical second-order method called the Richtmeyer two-step Lax—Wendroff
method

n+1/2 n n n n
“¢+1//2 = %(uz JrUz'+1) - /\[f(ui:tl) — f(u; )], (A14)
n n+1/2 n+1/2 :
uptt =g — )‘[f(“ij1//2 ) — f(“i—Jr1//2 )]-
The corresponding numerical flux reads
Flumsi+1/2) = £(3() + i) = SA[F i) = F@)]).
Another popular variant is MacCormack’s method
uf = ul — A f(u 1+1 (u],
=uj — A[f(u 1)], (A.15)
u;L‘H =1(ul + u:‘*),

which has the numerical flux
Flu"i+1/2) = 3f () + 5 (u = A[f (i) = F@)] ).

To ensure stability one in general has to impose a restriction on the time-step
through a CFL condition, named after Courant, Friedrichs, and Lewy, who wrote
one of the first papers on finite difference methods in 1928 [70]. The CFL condition
states that the true domain of dependence for the PDE (A.1) should be contained
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in the domain of dependence for (A.10). All the above schemes are stable under
the CFL restriction
Amax |f/(u)] < 1.

Let us now apply the four schemes to two examples to gain some insight into
their behavior.

Example A.1. We first consider the linear advection equation with periodic
boundary data

U + Uy = 0, u(z,0) = ug(x), u(0,t) = u(1,t). (A.16)

As initial data ug(z) we choose a combination of a smooth, squared cosine wave
and a double step function,

cos? (2 (z — 1)), 0.1<z <04,
up(x) = ¢ 1, 0.6 <z<0.9,

0, otherwise.

Figure A.1 shows approximate solutions at time t = 10.0 computed by the four
schemes introduced above on a grid with 200 nodes using a time-step restriction
At = 0.9Az. We see that the two first-order schemes smear both the smooth part
and the discontinuous path of the advected profile. The second-order schemes,
on the other hand, preserve the smooth profile quite accurately, but introduce
spurious oscillations around the two discontinuities.

Example A.2. In the next example we apply the same schemes to Burgers’
equation with discontinuous initial data

1, z<0.1,

(A.17)
0, x>0.1.

u + (%u2)x =0, u(z,0) = {

Burgers’ equation is the archetypical example of a nonlinear equation possessing
discontinuous solutions (shock waves), forming even for smooth initial data.

Figure A.2 shows approximate solutions at time t = 0.5 computed by all four
schemes on a grid with 50 uniform grid cells and a time-step restriction A = 0.6.
Comparing the two first-order schemes, we see that the upwind scheme resolves
the discontinuity quite sharply, whereas the Lax—Friedrichs smears it out over
several grid cells. Both second-order schemes resolve the discontinuity sharply,
but produce spurious oscillations upstream.

Although the two examples above were fairly simple, neither of the schemes
were able to compute approximate solutions with a satisfactory resolution (ex-
cept for the upwind scheme in Example A.2). The first-order methods lack the
resolution to prevent smooth linear waves from decaying and discontinuities to
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upwind Lax—Friedrichs

Lax—Wendroff
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Figure A.1. Approximate solutions at time ¢ = 10 for the linear advection equation

(A.16) computed by four classical schemes.

being smeared, whereas the second-order methods introduce nonphysical oscilla-
tions near discontinuities. Conceptually, one could imagine a possible marriage
of the two types of methods in which we try to retain the best features of each
method. The resulting scheme would then have second-order (or higher) accuracy
in smooth regions of the solution and at the same time have the stability of a first-
order scheme where the solution is not smooth. This is a key concept underlying
so-called high-resolution schemes. Assume now that 6} is a quantity measuring
the smoothness of the solution at grid cell ¢ at time ¢,, such that 7 is close to unity
if the solution is smooth and 6 is close to zero if the solution is discontinuous.

Then a hybrid method with numerical flux
F(u™i+1/2) = (1—-67)Fr(u";i+1/2) + 0] Fy(u";i+ 1/2)

would give the desired properties. Here F(u";4) denotes a low-order flux like the
upwind or the Lax—Friedrichs flux and Fg(u™;%) is a high-order flux like the Lax—
Wendroff or the MacCormack flux. The quantity 6 = 0(u";4) is called a limiter
and the method is called a flux limiter method. A large number of successful
high-resolution methods have been developed based on the flux limiting approach.
A review of such methods is outside the scope of this book. We will instead retrace
our steps in Section A.6 and review a more geometrical framework for developing
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upwind Lax—Friedrichs
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Figure A.2. Approximate solutions at time ¢ = 0.5 of the Burgers’ equation (A.17).

high-resolution methods. However, before we do that, let us take a careful look at
the schemes introduced so far.

A.5 Convergence of conservative methods

So far, we have established an appropriate framework for designing numerical
schemes for the conservation law (A.1) and shown a few examples of such schemes.
But how can we ensure that these schemes will compute correct approximations
to the equation? Moreover, how can we be certain that a scheme will converge to
the true solution as the discretization parameters tend to zero?

To discuss this, we must first define what we mean by convergence. The clas-
sical way of analyzing convergence is to consider the truncation error La; and
show that this error tends to zero with the discretisation parameters; that is,
La: = O(At™) for r > 0, where r is said to be the order of the scheme. The
truncation error for a scheme in the form (A.10) is defined as

Lo = Ait{u(x,t FAL - (u(x,t) — A[F(u(z,1); 1) — F(u(x,t);i—l)]) } (A.18)

We have seen above that the differential equation (A.1) is not valid in a pointwise
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sense for discontinuous solutions. Thus, the pointwise truncation error cannot be
used to establish convergence. For conservation laws, the truncation error only
defines the formal order of a scheme, i.e., the order the scheme would converge
with for smooth solutions.

Since solutions of conservation laws generally are taken in the weak sense (A.4),
they are not generally unique. Pointwise errors of the form ua:(z,t) — u(x,t) are
therefore not well-defined, where ua; is defined by an appropriate interpolation of
uy. Instead, we must measure the deviation in some appropriate norm. It turns
out that for scalar equations, the L' norm is the correct norm, and we say that
an approximation ua; converges to a function wu if

t
/ Juse(st) = w( Dl gy dt — 0, as At 0.
0

A famous theorem due to Lax and Wendroff [172] says, informally, that the limits
of conservative and consistent schemes are weak solutions. A precise statement will
be given below; for a proof, see [126, Thm. 3.4]. We verified above that any scheme
in the form (A.24) is conservative. The scheme (A.10) is said to be consistent if

F(v,...,v) = f(v).

Moreover, one generally requires the numerical flux to be Lipschitz continuous,
i.e., that there is a constant L such that

|F(Uizp, - Uivq) — f(u)] < Lmax(Jui—p —ul, ..., [uirq — ul).

Theorem A.3 (Lax—Wendroff theorem). Let ua; be computed from a conserva-
tive and consistent scheme. Assume that T.V. (ua) is uniformly bounded in At.
Consider a subsequence ua, such that At — 0, and assume that ua; converges
in Ll to some u as Aty, — 0. Then u is a weak solution of the conservation law

(A.1).
We can write (A.18) as
u(z,t+ At) = Hag(u;i) + AtLay (A.19)

with Hay(u;i) = u(z, t)At— Az[F (u(z, t);i) — F (u(z, t);i—1)]. We say the scheme
is stable on [0, T if || HR,|| remains finite in some norm | - || for all n € N such that
nAt < T. The error is defined by

Eai(z,t) = uaz(z,t) — u(z,t), (A.20)

and we say that the method converges if |E(-,t)|| — 0 in some norm || as
Az — 0. For linear equations, the Laz equivalence theorem [247] states that a
consistent scheme is convergent if and only if it is stable.

The Lax equivalence theorem does not hold for nonlinear equations. However,
similar results hold if we can prove that the numerical scheme is contractive in
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some appropriate norms. The numerical method provides a family of approximate
solutions, and we want to extract a sequence that converges to the true solution.
We thus have to show that the approximate family is compact. We say that a
subset K of a normed space S is compact?® if each sequence in K has a subsequence
that converges to a point in K. If the limit exists and is in S, but not necessarily
in K, we say that K is precompact. Recall that compactness was the key point to
establish convergence of the operator splittings in Examples 2.5 to 2.7 in Chapter 2.

The set of functions with bounded (total) variation is compact in L!. The total
variation of a continuous function equals (see, e.g., [126, App. A])

T.V. (v) = limsup 1 /OO [v(z +¢) —v(z)| de.

e—=0 € J_so

For a piecewise constant function the definition of the total variation simplifies to

T.V.(v) =) |v; — vi1l.

3

This means that we can show that a conservative and consistent scheme will
converge if we can verify that the corresponding sequence {ua:} has uniformly
bounded total variation. There are several ways to verify uniformly bounded total
variation (see, e.g., Example 2.5). The total variation of the exact solution of a
scalar conservation law is nonincreasing with time

TV. (u(-,t) <T.V.(u(-,s)), t>s.

An obvious way to ensure uniformly bounded variation is therefore to require that
the scheme has the same property; that is,

T.V. (u"™') < T.V. (u"). (A.21)

Any scheme that satisfies (A.21) is called a total variation diminishing method,
commonly abbreviated as a TVD-method. This requirement has been a popular
design principle for a large number of successful schemes, see Section A.6.

In addition there are other properties that might be attractive for the scheme
to fulfill:

e A scheme is monotonicity preserving when it ensures that if the initial data

u? is monotone then so is u? for any n.

o A scheme is L' contractive if [lua(-,t)||1 < ||luac(-,0)|1. The entropy weak
solution of a scalar conservation law is L' contractive.

o A method is monotone if

ul > vy i€, = utt >t e Z.

1In general topology this is called sequential compactness.
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For conservative and consistent methods, these properties are related as follows:
e Any monotone method is L' contractive.
e Any L! contractive method is TVD.
e Any TVD method is monotonicity preserving.

Verifying that a method is monotone is quite easy. Unfortunately, it is known
that a monotone method is at most first-order accurate. A weaker assumption like
TVD is therefore used when designing modern high-order schemes.

Let us now return to the question of convergence. By combining the Lax—
Wendroff theorem and a compactness argument, we can verify that a numerical
scheme converges to a weak solution of the conservation law. On the other hand,
the theory does not say anything about whether the limit is the correct entropy
weak solution or not. However, one can show that if the scheme (A.10) satisfies a
so-called cell entropy condition in the form

(™) < nf) = M@y — Qilry2), (A.22)

then the limiting weak solution is in fact the entropy weak solution. Here @ is a
numerical entropy flux that must be consistent with the entropy flux ¢ in the same
way as we required the numerical flux F' to be consistent with the flux f. A cell
entropy condition is an important building block when we analyze the convergence
of various fully discrete operator splitting methods.

For an in-depth introduction to the concepts and convergence theories briefly
surveyed above, see for example [107, 159, 175, 176, 260].

A.6 High-resolution Godunov methods

A large number of successful high-resolution methods can be classified as Go-

dunov methods. In the following we will therefore introduce the general setup of

Godunov-type methods in some detail, thereby retracing some of the steps used to

derive the schemes presented in Section A.3. For simplicity, the presentation is in

one spatial dimension, but the same ideas apply also in several space dimensions.
We start by defining the sliding average @(z,t) of u(-,t), namely

we) =5y [ wEnds I@=felle-alsian (A%

If we now integrate (A.1) over the domain I(x) x [¢,t+ At], we obtain an evolution
equation for the sliding average u(x,t),

t+At
u(x,t + At) = u(z,t) — A—x/ {f(u(x +1Az,s)) — f(u(z — $ Az, s))} ds.
' (A.24)
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This equation is the general starting point for any Godunov-type finite-volume
scheme, and the careful reader will notice that (A.9) is a special case of (A.24).
To make a complete numerical scheme we must now define how to compute the
integrals in (A.23) and (A.24). This can generally be done through a three-step
algorithm called reconstruct-evolve-average (REA) due to Godunov:

1. Starting from known cell-averages u]' in grid cell [xi_l/g,xi+1/2) at time
t = t,, we reconstruct a piecewise polynomial function 4(x,t,) defined
for all points x. The simplest possible choice is to use a piecewise constant
approximation such that

W(w,t,) = u', T € [Ti_1/2,Tit1/2)-

This will generally result in a method that is formally first order. To obtain
a method of higher order, we use a piecewise polynomial interpolant p;(x)
such that

where x;(7) is the characteristic function of the ith grid cell [z;_1 /2, %;41/2)-

2. Then we evolve the hyperbolic equation (A.1) exactly (or approximately)
with initial data @(z,t,) to obtain a function 4(z,t, + At) a time At later.

3. Finally, we average the function @(z,t, + At) over an interval I as in the
definition of a sliding average (A.23).

The averaging step generally leaves us with two basically different choices,
leading to two classes of methods. Choosing z = x; in (A.23) gives what is referred
to as upwind methods and choosing x = ;1 /5 gives central (difference) methods,
see Figure A.3. To see the fundamental difference between these two classes of
methods we consider the temporal integrals in (A.24). In the upwind class, the
integral of f(u(-,t)) is taken over points x;1;/2, where the piecewise polynomial
reconstruction (x,t,) is discontinuous. This means that one cannot apply a
standard integration rule in combination with a standard extrapolation. Instead,
one must first resolve the local wave-structure arising due to the discontinuity.
This amounts to solving a so-called Riemann problem. We will come back to this
briefly below. For the central methods, the sliding average is computed over a
staggered grid-cell [x;, z;4+1], which means that the flux integral is evaluated at the
points x; and x;11, where the initial data @(z,t,) is smooth. If the discretization
parameters satisfy a CFL condition which states that A times the maximum local
wave-speed is less than one half, the solution @(z,t) will remain smooth at these
points for t € [t,,t, + At]. The flux integral can thus be computed using some
standard integration scheme in combination with a straightforward extrapolation
according to (A.1).
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Xi1/2 Xis1/2 Xi+3/2 Xis2 X Xivt/2 Xiet Xiy3i2

Figure A.3. Computation of sliding averages for upwind schemes (left) and central
schemes (right).

A.6.1 High-resolution central schemes. The classical example of a central
difference scheme is the Lax-Friedrichs scheme, as given in (A.13). The Lax—
Friedrichs scheme has a staggered version, which can be derived within the Godunov-
framework introduced above if we assume a piecewise constant reconstruction and
use a one-sided quadrature rule for the flux integrals in (A.24),

u?:f/z = %(uf + u?+1) - /\[f(u?ﬂ) - f(“m]

The scheme is stable under the CFL restriction (At/Axz)max, |f'(u)| <1/2. No-
tice that this scheme can be converted to a nonstaggered scheme by averaging the
staggered cell-averages over the original grid

uptt = %(u?jf/z + “?:11/2) = 3wy + 20 i) = GA[f(uiy) = fuiy)],

which is almost in the same form as the Lax—Friedrichs given in (A.13).

As an example of high-resolution schemes, we will now derive the second-order
extension of the staggered Lax—Friedrichs scheme as introduced by Nessyahu—
Tadmor [213]. This scheme, henceforth referred to as NT, is the simplest possible
example of high-resolution central schemes and will be used in the next section as
a building block for several discrete operator splitting schemes.

For simplicity, we first consider the scalar case. Assume a grid with uniform
cell size Az. Let ul* approximate the cell-average over the ith cell [z;_; /25 Tit1 /2]
at time ¢, = nAt and u?:f/z the cell-average over the staggered cell [z;,x;41] at
time t,11 = (n + 1)At. Since we seek a second-order method, the scheme starts
with a piecewise linear reconstruction,

(2, tn) = ui! + (z — 1), HS [%‘—1/2,95#1/2]-

We will come back to how to compute s; below.

If we now insert the piecewise linear reconstruction into (A.24) and evaluate
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the sliding average over the staggered grid cell, we obtain

Tit1 1 tnt1
= [ awdr— g [ [fian) - San) d

i

1 A
*(’LL:L + ’UJ;L_;'_l) + ?I(S, — Si+1)

2
_ ﬁ/ o [f(a(wisr, ) — fla(w,t))] dt.

in

It turns out that it is sufficient to approximate the flux integrals by the midpoint
rule to obtain second-order accuracy; that is, we set

o
[ttt 0)dt = At ates,ta + 200),
tn
and similarly at point x = z;4.1. To complete the scheme, we need to determine
how to compute the point-values (s, t,41/2) and (w1, ty11/2). If we assume
that the discretisation satisfies a CFL condition (At/At)max |f’'(u)| < 1/2, the
solution 4(-, t) will be continuous at the midpoints. Thus, we can use an extrapo-
lation of (A.1) in time using a Taylor series

At
a(xia tn+1/2) ~ ﬁ(mia tn) + ? 8ta(xia tn)

= a(x;, ty) — % Ou f(U(zi,t,)) = ul 5
The flux gradient o; can either be computed directly as f'(ul")s; or as the slope
from a piecewise linear reconstruction of the fluxes of the cell averages. (The careful
reader will have noticed that for a piecewise linear reconstruction, the cell averages
ul coincide with the point values a(x;,t,,).)

This is almost the full story of the scheme. The only delicate point we have not
touched is how to compute the slopes s; in the piecewise linear reconstructions.
A natural candidate is, of course, to use discrete differences, either one-sided or
central differences. This means that the slopes s; could be given by any of the
formulas

- n n + n n c 1 n n
S; = U — U1, S; = Ujp1 — Ugs Si = §(Ui+1 - Ui71)~
Whereas the two one-sided differences are first-order approximations for smooth
data, the central difference is second order and would generally be the preferred
choice. However, one can show that all three choices lead to schemes that are
formally second-order accurate on smooth solutions of (A.1). For discontinuous
solutions, on the other hand, using any of the three approximations may lead to
the formation of unphysical oscillations that spread out from a discontinuity, as
seen in Examples A.1 and A.2. For scalar equations, the corresponding schemes
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will violate two fundamental properties of the physical solution: boundedness in
L* and bounded variation, see Example 2.5 in Chapter 2. To illuminate this
point, let us consider the following set of cell averages

" 1, i<k,
'U/i == .
0, >k,
for which we have
s, =0, SZ:—L 52:—%.

Obviously, a new maximum will be introduced in u(x,t,) for the two candidate
slopes s; and s§. Similarly, if the function u? is reversed from a backward to
a forward step, both s, and sf will introduce new extrema. The formation of
new extrema, and the resulting creation of unphysical oscillations, can of course
be completely avoided if we use a piecewise constant approximation, but then
the formal order of the scheme would be reduced to first order. Altogether, this
suggests that we should try to put some more intelligence into the scheme and
use the local behavior of the cell averages to determine how to compute s;. This
“intelligence” comes in the form of a nonlinear function called a limiter; that is,

s;=®(u) —uf_,ulfy —ul), ®(a,b) = qﬁ(%)a. (A.25)

This limiter has much of the same purpose as the flux limiter #(u™;) introduced
at the end of Section A.3.

Under certain restrictions on the function ¢, one can show that the resulting
scheme has diminishing total variation; that is,

T.V. (u?:11/2> = Z |“?++11/2 - “?j11/2| STV (uf) = Z i — ui_q|.

See [184] for a more detailed discussion of the use of limiters for the Nessyahu—
Tadmor scheme. A robust example of a limiter is the minmod limiter

a, if |a| < |b] and ab > 0,
MM (q,b) = { b, if |b| < |a| and ab > 0,
0, ifab<0,

or alternatively
™M (r) = max(0, min(r, 1)).

The minmod limiter is 'conservative’ in the sense that it uses a first-order recon-
struction when the one-sided finite differences have different sign, thereby intro-
ducing an undesired clipping of local extrema. At the other extreme, the superbee
limiter

#°B(r;0) = max (0, min(fr, 1), min(r, §))
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which yields ®°7 using (A.25), generally gives a steeper (often called a more
compressive) reconstruction. See [184] for an in-depth discussion of limiters for
the Nessyahu—Tadmor scheme.

Summing up, we have derived a predictor-corrector scheme of the form

1
Uit12 = 5(“? i) = Mg — 9i'),

n __ n+1/2
9i _f(u * )+87>\ 2]
Si:q’(ufful 1, U UZL),
D(f(uf) — flu Z’ ) fluy) = fugh)).

The scheme is formally second order. Moreover, under appropriate assumptions
on the time-step and the limiter function ® one can prove that this scheme gives
solutions that are bounded by their initial data in L°° norm and have diminishing
total variation. Thus, unlike the classical second-order schemes, the NT scheme
mimics the properties of the exact scalar solution.

The major advantage of the NT scheme is that it is both compact and simple
to implement, particularly since it does not require the use of any characteristic
information or solution of local Riemann problems (see Section A.6.2). The only
requirement is an estimate of the maximum wave-speed needed to impose a CFL
restriction on the time-step.

(A.26)

Example A.4. Let us now apply the NT scheme to the linear advection equation
and Burgers’ equation as considered in Examples A.1 and A.2. We use two different
limiter functions, the dissipative minmod limiter and the compressive superbee
limiter. Figure A.4 shows the approximate solutions computed with the same
parameters as in Figures A.1 and A.2, except for the time-step which is now
At = 0.475Ax. The improvement in the resolution is obvious. On the other hand,
we see that there is some difference in the two limiter functions. The dissipative
minmod limiter always chooses the lesser slopes and thus behaves more like a
first-order scheme. The compressive superbee limiter picks steeper slopes and has
a tendency of overcompressing smooth linear waves, as observed for the smooth
cosine profile.

If higher accuracy is wanted, one must use a spatial reconstruction of higher
order and a more accurate temporal extrapolation in terms of more predictor steps
such as in higher-order Runge-Kutta methods, see [28, 29, 179, 191]. Similarly,
semi-discrete nonstaggered schemes have been developed [162-164], for which only
the spatial derivatives are discretized, leading to a set of ordinary differential
equations that can be integrated by an ODE solver. See [250] for a comprehensive
overview of all schemes that have been developed within the class of nonoscillatory
central schemes.
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Figure A.4. Approximate solutions of the linear advection and Burgers’ equation com-
puted by the NT scheme with two different limiters.

There are different ways to extend central schemes to systems of conservation
laws. The simplest method, which we will use for the NT scheme later in this book,
is to apply the scheme directly to each component of the vector of unknowns [213].
This greatly simplifies the implementation of central schemes and is possible since
the schemes do not use the eigenstructure of the underlying system.

To derive high-resolution schemes for conservation laws in multi-dimensions we
can apply similar ideas. In two spatial dimensions, the conservation law reads

Uy + f(u)m + g(u)y =0, u(‘rvyvo) = uo(xvy)‘ (A27)

As in one dimension, we introduce the sliding average

i 1
e t) = ony [ ] wten 0 dean

and integrate (A.27) over the domain I(z) x J(y) x [t, t+ At] to derive an evolution
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equation for the sliding average

a(x,t + At)
= a(z,t)
t+At
24 —1A dyd
A:CAy/ /J(y) flulz + 3Az,y,5)) — fu(z - 3 x,y,s))] yds
t+A
3 - _1

Secondly, we make a piecewise linear reconstruction in each spatial direction,

(fﬂvy) [%—1/27%“/2] X [yj—l/Zayj-i-l/Z}'

We now evaluate the sliding average over the staggered grid cell, defined anal-
ogously as for the one-dimensional case, and use the midpoint rule to approxi-
mate the flux integrals. Altogether this gives the two-dimensional version of the
Nessyahu-Tadmor scheme [134],

n+1 1
it1/2,5+1/2 = Z(“ Ui Ul U )
1 xT
+ 76(5” + 8741~ Sty — Sialg41)
1
16 (st = st sty — st i)
A nt1/2 n+1/2 A n+1/2 n+1/2
= S ]+ 5 [ + pl )]
H n+1/2 n+1/2 1% n+1/2 n+1/2
5{9 w+{ +9g(u z+17§+1)i| + 5[9(“ i.j / )+g(ui+1,§ )],
n+1/2 By
ij T %G T 5”; 9%

(A.28)

where A = At/Az, p = At/Ay. As for its one-dimensional counterpart, the
scheme is compact and easy to implement, can be applied to systems in a compo-
nentwise fashion, and has fairly good accuracy.

High-resolution central schemes have seen a rapid development in recent years
and are by now established as simple and versatile schemes for integrating conser-
vation laws in several dimensions. We refer the reader to [249] for an introduction
to central schemes. The website [250] constitutes a comprehensive source of in-
formation on central schemes, including their extensions to higher order, unstruc-
tured grids, semi-discrete versions, and applications proving the versatility of the
schemes.
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A.6.2 High-resolution upwind schemes. To derive upwind schemes, we re-
turn to the sliding average in (A.23). Let us for simplicity assume that the re-
constructed function i(x, t,) is piecewise constant. To evolve the solution, we see
from Figure A.3 that in order to compute the integral of the flux function over
the cell boundaries, we must solve a series of simple initial-value problems of the
form,

wt (W, =0, u(,0)= {“ Ty
ur, x>0.
This is commonly referred to as a Riemann problem, which has a self-similar
solution of the form u(x,t) = v(x/t;ur,ur) and consists of a set of constant states
separated by simple waves (rarefaction, shocks and contacts). Since a hyperbolic
equation has finite speed of propagation, the global solution 4 (x,t) for sufficiently
small ¢ can be constructed by piecing together the local Riemann solutions. In
general it can be quite complicated to solve Riemann problems, at least for systems
of conservation laws. However, to compute the flux integrals in (A.24) we only
need the solution of the Riemann problem along the ray x/t = 0, where the
solution is constant w(0,t) = v(0;ur,ur). Thus, the general form of the upwind
Godunov-methods reads

= = A PO ) < F (0O uf )] (A29)

A specific scheme is obtained by devising a method to compute the (approximate)
solution of the local Riemann problems.

Example A.5. Let us consider the scalar case with a convex flux function that
satisfies f”(u) > 0 (the case f”(u) < 0 is similar). In this case the Riemann
solution consists of either a single rarefaction wave or a single shock. If f'(u) is
either strictly positive or strictly negative, the single wave will move to one side
only, and the Godunov scheme simplifies to the upwind scheme (A.12). If not,
the solution must consist of a rarefaction wave moving in both the positive and
negative direction. Inside the rarefaction wave there is a single sonic point us
where f'(us) is zero, and the wave is therefore called a transonic rarefaction wave.
Summing up our observations, the Godunov flux reads

fi), o412 >0 and uf > u,,
12 = flua), oip1y2 <0 and uiyy < us,
f(us)7 ’U/ln <U/5 <u?+1.

Here 0412 = [f(ui 1) — f(ui")]/(ufy, — uf) is the Rankine-Hugoniot speed asso-

ciated with the jump. A similar formula holds for the case when f"(u) < 0.

The Godunov flux derived in the above example can be written in a more
compact form, which is also valid for an arbitrary nonconvex flux function f(u),

A.30
maXyelur, ,,u?] f(u)? ’U’ZL 2 uzn-ﬁ-l' ( )

: n n
n - mlnue[u?,uﬁrl] f(u)v U; < Uiy qs
it1/2 =

i1e
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If f(u) is nonconvex, the flux may have several sonic points, one at each of its
local critical points.

Working with the exact Godunov flux in an actual implementation is a bit
cumbersome since the formula requires the computation of the minimum or maxi-
mum of f(u) over an interval. It is therefore customary to replace formula (A.30)
with another formula based upon an approximation to the Riemann problem. This
approach is also much easier to generalise to systems of conservation laws.

Let us first assume that the solution is a continuous wave (i.e., a rarefaction
wave). This gives the Engquist—Osher scheme, which is a natural extension of the
upwind scheme to nonconvex flux functions. The Engquist—Osher flux function
reads

iy = £(0) + /0 " max(f'(v),0) dv + /0 Tmin(f/(v),0)dv.  (A.31)

Alternatively, we can approximate the Riemann problem by a single shock.
Then the flux can be written as

211/2 = f(u?) + 0;&-1/2(”2;1 - ’U,ZL)7
or alternatively as
Fi11/2 = f(uiyr) — U;;1/2(u?+1 —ug').

Here sT = max(s,0) and s~ = min(s,0). By averaging the equivalent expressions
we obtain the numerical flux

i11/2 = %[f(u?) + fluiy) — ‘Ui+1/2|(u?+1/2 - uf)]

This can be interpreted as a central flux approximation plus a viscous correction
with coefficient |01 /2|. The formula can quite easily be extended to systems of
equations and gives what is commonly referred to as the Roe linearization of the
Riemann problem. For transonic waves the coefficient o;, /2 may vanish or be
close to zero and the added dissipation is insufficient to stabilise the computation.
It is therefore customary to add extra dissipation in the form of an entropy fix.
For more details, consult for instance [176].

High-resolution versions of the upwind schemes can be obtained by using a
higher-order reconstruction of the cell averages. This is beyond the scope of the
current book. The interested reader can find the relevant details in a number of
books, for example [107, 108, 115, 159, 175, 176, 260, 262].

A.7 Front tracking

In this section we will introduce a completely different method that does not fall
into the class (A.10). Still, the method will prove to be particularly versatile when
applied to one-dimensional equations as part of an operator splitting approach.



194 A A Crash Course in Numerical Methods for Conservation Laws
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Figure A.5. Piecewise constant approximation of a Riemann solution in state space. The
shock wave connecting uy, is kept, while the rarefaction wave connecting ur is replaced
by a set of (small) jump discontinuities.

The term front tracking has been used to describe a number of methods that
perform some form of explicit tracking of discontinuities. Most of these methods
use a regular grid to represent continuous parts of the solution and add extra
degrees of freedom to represent (moving) discontinuities.

We will use the term front tracking to signify a different method, described
in, e.g., [126]. For earlier papers on the method we refer to [72, 117, 118]. Front
tracking is a mathematical algorithm for computing exact solutions of a certain
subclass of equations on the form (A.1). The algorithm can also be used for
numerical computations; the resulting method is unconditionally stable, has no
numerical dissipation and is very fast. Due to its versatility as a computational
(and mathematical) method, the front-tracking method will be used extensively
in the rest of the book as a basic solution method for hyperbolic conservation laws
in one spatial dimension. We will therefore introduce the method in more detail.

Consider the Cauchy problem (A.3). Let %y be a piecewise constant approx-
imation to ug. Since the conservation law is L' continuous with respect to its
initial data, the solution v(z,t) of the Cauchy problem

ve+ f(v)e =0, v(z,0) = up(z), (A.32)

can be made to approximate u(z,t) arbitrarily well by choosing an appropriate
approximation @g(z) to ug(z). Let us therefore look at the solution to (A.32)
in more detail. Since the initial data is piecewise constant, the Cauchy problem
initially consists of a set of local Riemann problems. The solution of each of these
Riemann problems is a similarity solution consisting of a set of constant states
separated by simple waves giving either smooth transitions (for rarefaction waves)
or discontinuities along space-time rays (for shocks or contacts).

The key idea in the front-tracking algorithm is to approximate each Riemann
solution by a step function; that is, replace the smooth rarefaction waves by a series
of (small) jump discontinuities and keep shocks and contacts. For scalar equations,
the approximation of the Riemann problem is obtained implicitly through a piece-
wise linear approximation of the flux function. For systems, the Riemann solution
is discretized in the phase plane so that shocks and contacts are retained and rar-
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first interaction second interaction

Figure A.6. Front-tracking construction of a piecewise constant solution depicted in the
(z,t)-plane.

efaction waves are approximated by step functions, see Figure A.5. In either case,
the result is a discrete, approximate Riemann fan consisting of constant states
separated by space-time rays of discontinuity (fronts). The global solution is ob-
tained by piecing together the local Riemann fans and is evolved forward in time
by tracking the discontinuities. The piecewise constant solution is valid as long as
the discontinuities do not interact. When two (or more) rays collide, they define
a new local Riemann problem. This Riemann problem can be solved and the ap-
proximate piecewise constant wave fan can be inserted in the global solution, see
Figure A.6. This construction can be continued forward to an arbitrary time.

The front-tracking algorithm is summarized in Algorithm A.7.1. In an imple-
mentation of a standard finite-volume method, the basic data-structure consists
of a grid and an associated array of cell averages u]'. In an implementation of the
front-tracking algorithm, the basic data structure is a set of front objects that rep-
resent the propagating discontinuities. The following data is associated with each
discontinuity: left and right states uy, and ug, point of origin (zo, to), propagation
speed o, and possible collision point (x.,t.) with another front object. To track
the fronts, we use two lists, a spatial list F, where the fronts are sorted from left
to right, and a collision list C, where front collisions are sorted with respect to
collision time in ascending order. A thorough discussion of the implementation of
the front-tracking algorithm is given in [169].

Most of the algorithmic functions in Algorithm A.7.1 should be self-explanatory,
except for the Riemann solver. We will therefore explain this function in more de-
tail. To this end, consider a scalar Riemann problem

) <07
e+ f(u)s =0, u(x,m{jf o
R :
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Algorithm A.7.1 The front-tracking algorithm

Construct a piecewise constant initial function ug(z) = u;, for & € [x;,_1/2, 211 /2]
F={0}, C={0},and ¢t =0
Solve all initial Riemann problems in u°(x)
{fr,...,fr} = RiemannSolver(t;, Uiy 1; Tit11/2,t)
fena = RightMostFront(F)
Append(F, {fz,...,fr})
¢ = ComputCollision(fenq, fr,)
C=Sort({C,c})
While (¢t <T) and C # {0} do
(c,zc,t.) = GetNextCollision(C) and remove ¢ from C
{fL,-..,fr} = FindAllFrontsInCollision(c)
f, = FindNeighbor(fr,,to left)
f, = FindNeighbor(fg,to right)
F={ .\ fpfn,...}
uy, = GetLeftState(fr,)
ur = GetRightState(fr)
{fL,...,fr} = RiemannSolver(uy, ug; xc,t.)
F={ o fofre frufu...}
¢, = ComputeCollision(f,, fr,)
cr = ComputeCollision(fg, f,,)
C = Sort({C,cr,cr})
set t =t.
endwhile

If uy, > up the solution of the Riemann problem is a self-similar function given by

ur, z/t < fi(ur),
u(w,t) = (f) 7 (@/t), filur) </t < filug),
2/t > fi(ug).

Here f.(u) is the upper concave envelope of f over the interval [ug, ur] and (f7)~*

the inverse of its derivative. Intuitively, the concave envelope is constructed by
imagining a rubber band attached at ur and uy, and stretched above f in between.
When released, the rubber band assumes the shape of the concave envelope and
ensures that f”(u) < 0 for all u € [ug,ur]. The case u;, < ug is treated sym-
metrically with f. denoting the lower convex envelope. Assume now that the flux
function f(u) is continuous piecewise linear between the points {uy,uz,...,un},
where u; = ug and uy = uy. In this case, the Riemann solution takes a particu-
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Algorithm A.7.2 Piecewise linear envelope function in case u; < uy
i=1,k=11={1}
while 1 < N
Omax — —O0
forj=N,...;i+1
A = (f(uy) = fui))/ (ug — us)

ITA > opax: k=1 and opax = A

end

I={Ik}

i=k
endwhile

larly simple form

uy =ur, < :L'N_l(t),
u(z,t) = < uy, zi(t) <z <mi—1(t), i=N-1,...,2,

up =ug, x2>r1(t),
where each space-time ray z;(¢) satisfies the Rankine-Hugoniot condition

dri _ fe(uitr) — fe(ui) _ oi,  z;(0) = 0.

dt Ui+1 — Uj

Having obtained an explicit formula for the Riemann solution, the only remaining
problem is to determine the envelope function. Algorithm A.7.2 gives a simple
algorithm for the case u; < uy. After the algorithm, the piecewise linear envelope
function is given by the points {ur(1) = u1,ur(2), ..., urn) = un}, where M < N.
When used as a numerical method, front tracking is unconditionally stable and has
first order convergence with respect to the approximation of the initial data and the
Riemann problems. For scalar equations it can even be shown that the number
of steps in the algorithm is finite. Moreover, since the front-tracking algorithm
computes the exact solution of an equation within the same class of equations,
the approximation will automatically satisfy the same mathematical properties as
the true solution. This means, for instance, that the front-tracking approximation
is by definition bounded in L°°, has bounded variation, and satisfies a Kruzkov
entropy inequality.

Example A.6. Figure A.7 shows the front-tracking construction for a scalar equa-
tion with piecewise constant initial data and nonconvex flux function f(u) = u®.
Initially, each Riemann problem is solved by a single discontinuity. As t increases,
the solution develops two shocks as constant states with larger values of |u| over-

take constant states with smaller values of |ul.
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Figure A.7. Front-tracking construction of the exact analytical solution.

The front-tracking method has an obvious generalization to equations of the
form

us + V(z,t)f(u)z =0, u(x,0) = up(x). (A.33)

This equation will arise in some of the operator splitting examples studied in
Chapter 6. Equation (A.33) has (almost) the same permissible discontinuities as
the original conservation law u; + f(u), = 0. The difference is that instead of
following straight lines, the permissible discontinuities of (A.33) follow paths that
satisfy a differential equation of the form

i(t) = V(z,t)o, z(to) = o, (A.34)

where o is the usual Rankine—Hugoniot velocity. Tracking discontinuities and
computing (potential) intersections is the core of the front-tracking algorithm. For
a general discontinuity path satisfying (A.34), this is a nontrivial exercise, since
one would typically have to rely on some ODE solver to compute the solution of
(A.34). However, if V(z,t) is the tensor product of two piecewise linear functions,
(A.34) can be solved explicitly, giving formulas for computing possible intersections
of two shock paths in explicit form. This means that the front-tracking algorithm
can be used to compute solutions to (A.33) if we make such a piecewise linear
spline approximation to the velocity V(z,t) in (A.33); see [181] for more details.
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For a comprehensive introduction to the front-tracking method, both from a
mathematical and a numerical point of view, we refer to [126]. A variant of the
front-tracking method was also used by Bressan in his seminal work on the theory
of systems of conservation laws, see, e.g., [41].

Lucier [195] has developed a second-order front-tracking method for scalar
conservation laws. Instead of approximating the flux function by a polygon, i.e.,
a piecewise linear and continuous function, Lucier considered a quadratic spline
approximation. Furthermore, the initial data is replaced by a continuous piecewise
linear approximation rather than the piecewise constant approximation considered
here. The method applies to convex flux functions.
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front tracking, 106
front tracking, 196
0S
2D, 143
piecewise linear envelope, 197
sequential splitting
porous media flow, 137
alternating direction implicit (ADI), 3
AOS
additive operator splitting, 7

Baker—Campbell-Hausdorff formula, 3
balance laws, 24
Bochner spaces, 14
bounded variation, 15
Buckley—Leverett profile, 84
Burgers’ equation, 58, 179

inviscid, 108

Cauchy problem, 6, 17
cell entropy condition, 184
CFL condition, 178
combustion, 164, 165
compact, 183
conservation law

scalar, 5

viscous, 22
conservative method, 176
consistent scheme, 182
convection-diffusion equation, 6

dambreak problem, 154

degenerate parabolic, 5

degenerate parabolic
point degeneracy, 5

diffusive term, 5

ECG scheme, 115
Engquist—Osher scheme, 193
entropy flux, 32
numerical, 184
entropy function, 32
entropy weak solution, 175
definition, 32, 37
entropy, entropy flux triple, 32
essential variation, 15
Euler equations, 151, 160, 164, 165, 167
explosion problem, 160

flow in porous media, 84, 137, 138, 142,
144, 148

flux limiter, 180

fractional steps method, 3

Godunov splitting
first order, 159

heat equation, 5, 19
high-resolution schemes, 180

IMPES (implicit pressure, explicit satu-
ration), 137

Kolmogorov’s compactness criterion, 27
Kruzkov interpolation lemma, 29
Kruzkov entropy pair, 175

Kuznetsov’s lemma, 118

L! contractive, 183
lake-at-rest, 162
Lax equivalence theorem, 182
Lax—Friedrichs scheme, 178, 186
Lax—Wendroff theorem, 182
Lie-Trotter-Kato formula, 3
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minmod, 188
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MacCormack’s method, 178
matrices, 18
modulus of continuity, 27

spatial, 40

temporal, 40
monotone scheme, 183
monotonicity preserving scheme, 183
MUSCL scheme, 74

Nessyahu-Tadmor scheme (NT), 186
NT

see Nessyahu-Tadmor scheme, 186
NT2d, 114
NTds, 114
numerical flux, 177

order of a scheme, 182

polymer flooding, 84

porous medium equation, 6
precompact, 183
predictor-corrector scheme, 189

quarter five-spot, 138, 142

random projection method, 167

Rayleigh—Taylor instability, 169

reservoir flow equation
two-phase, 6

time-of-flight, 146
Tonelli variation, 15
total variation, 15, 183
total variation diminishing (TVD), 183
transport
linear and diffusion, 22
transport, linear, 20
Trotter formula, 3
truncation error, 181

upwind scheme, 177
vanishing viscosity method, 174

weakly coupled, 5
well-balanced, 163

Richtmeyer two-step Lax—Wendroff scheme,

178
Riemann problem, 192

sedimentation, 6

shallow water equations, 155
flow over an obstacle, 161

sliding average, 184

Sod’s test problem, 154

Strang splitting, 7
second-order, 159









