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Ranking and categorizing large-scale saline aquifer formations based on
optimized CO2 storage potentials and economic factors
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Abstract

The process of selecting a CO2 storage site involves evaluating many potentially suitable sites in terms of
their storage potentials as well as their associated technical and economic limitations. As such, it is useful to
apply a ranking scheme that makes use of several different criteria and weights each criterion based on its relative
importance in the overall evaluation. In this study, we demonstrate one such possible ranking workflow using
real formation datasets from CO2 Storage Atlas of the Norwegian Continental Shelf. The workflow involves
computing practical storage potentials using a generic well placement scheme, mathematical optimization and
vertical-equilibrium modeling, and is general in the sense that it can be applied to other formation datasets.
Economic factors related to the transportation and injection of CO2 are represented by the number of injection
wells required, depth of injection, and distance from a CO2 point source. The purpose of this study is not to
provide formation-specific capacity estimates or efficiency factors for engineering purposes, due to the simplifying
assumptions used in this work, and the fact that our specific datasets come with their own limitations (i.e.,
homogeneous rock properties, lack of fault data). Rather, the purpose is to demonstrate a general ranking
scheme that reflects operational limitations and the economic factors likely to be involved in any commercial or
demonstration CCUS project.

Keywords: Formation ranking, Storage potentials, Economic factors, Optimization, Vertical-Equilibrium
simulation, Storage Atlas

1. Introduction

Geological CO2 storage is considered a promising strategy to reduce the earth’s annual greenhouse gas
emissions. Both commercial and demonstration projects are in operation today. The longest running is the
Sleipner project, which has successfully stored 16 Mt since its commencement two decades ago. However, to
make a significant reduction in CO2 emissions, one would globally need to inject on the order of gigatonnes
per year. This would require large-scale injection of CO2 in many saline aquifers and depleted oil fields located
around the world. This will require a systematic approach to evaluating such aquifers and reservoirs in terms
of their suitability and capacity for storage [1].

Indeed, efforts have been made to develop methods of evaluating a particular set of saline aquifers and/or
oil reservoirs, e.g., in the USA [2], Canada [3], Australia [4], South Africa [5], Ireland [6], the UK [7, 8], the
Netherlands [9], and Nordic regions [10, 11, 12, 13, 14]. These evaluation methods make use of quantitative
criteria such as storage potentials, reservoir and sealing properties, proximity to CO2 point sources, and storage
costs, while others include qualitative measures such as leakage risk, safety, and data coverage. Out of the
quantitative criteria, estimation of storage potentials often receives the most attention and a wealth of literature
is available on the subject, e.g., [15]. Efforts have been made to develop a storage cost model that accounts for
injection costs, costs to comply with various regulations (e.g., well, monitoring, etc.), taxes, and financing costs
[16, 17]. Despite this, detailed economics are commonly neglected in atlas inventories or ranking schemes and
is perhaps the most ambiguous of the above mentioned criteria.

Storage potentials are typically computed statically using a volumetric approach, which is the simplest and
most basic capacity estimation. This approach applies a storage efficiency factor Seff to the formation’s pore
volume deemed suitable for storage Vp, to compute the storable mass, i.e.,

Mco2 = Seffρco2Vp, (1)
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where ρco2 is the CO2 density at reservoir conditions, and Mco2 is storage potential in terms of CO2 mass [10].
The pore volume deemed suitable for storage is computed by Vp = V φNTG, where V is the total (or gross)
volume (i.e., rock and solid combined), φ is porosity, and NTG is the net-to-gross ratio. We note that the net-
to-gross ratio is sometimes neglected in volumetric estimates, and that the total volume V is calculated using
an average aquifer thickness and aquifer area, e.g., [15, 2]. The storage efficiency factor is typically determined
by the degree to which the formation is in communication with neighboring formations; an “open” or “closed”
formation refers to whether or not fluid is able to be transmitted in or out of the formation. The range of factors
reported in literature is 1.5–3.6% for open systems, and 0.3–1.2% for closed systems [18]. These values come
from combining geological and laboratory measurements, past experience, and statistical techniques based on
simplifying assumptions about the injection process. While the approach of combining volumetric data and
efficiency factors is useful in the production of regional or national storage inventories, it does not capture
temporal aspects of other practical legal or economic constraints that will most likely dictate realistic storage
strategies.

Representation of storage costs have been included in some of the evaluation methods. In Bachu [1] and
Bachu [19], a weighted normalized parametric procedure was used to rank the suitability of sedimentary basins
and oil reservoirs for CO2 storage and/or CO2–EOR, respectively. The weighting was applied to three param-
eters: reservoir storage capacity, distance from CO2 source and storage site, and depth of storage site. These
parameters reflect the economics involved in a CCUS project, which includes costs related to capture, trans-
portation, and injection, as well as money saved due to storage (e.g., carbon credits, avoid paying CO2 emission
tax, benefit to environment, etc.). Similarly, Ramı́rez et al. [9] used a weighting approach to screen and rank
formations based on various criteria, which included storage costs. The storage costs were broken down into
number of wells required, site development, surface facilities, monitoring, and operation and maintenance. They
used the storage capacity and an assumed injection rate to determine the number of wells required per site.

In this work, we demonstrate a ranking workflow that attempts to reflect the practical, technical, and
economical requirements of CO2 storage projects in saline aquifer. To do this, we use storage potentials that were
computed using simulation and mathematical optimization, and account for project costs related to wells and
transportation. This ranking workflow makes use of the weighted normalized parametric procedure presented
in Bachu [1] and Bachu [19], which was applied to sedimentary basins in Canada and oil reservoirs in Alberta,
respectively. Here, we apply the ranking workflow to geomodels of large-scale saline aquifers located along the
Norwegian Continental Shelf, which are publicly available from the Norwegian Petroleum Directorate (NPD)
[10]. Our demonstrated ranking workflow is flexible in that it is not limited to just the criteria used in this
work. Other quantitative and/or qualitative aspects can be included into the scheme if deemed necessary.

2. Methods

Our ranking procedure includes the calculation of optimized CO2 storage potentials, and economic factors
related to cost of transport and injection of CO2 from point sources. Fig. 1 illustrates the workflow of obtaining
the storage potentials and their categorization in terms of what limited the injection of more CO2. Each part
of this workflow, as well as the final ranking procedure, is explained in this section.
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Figure 1: Workflow of obtaining a formation’s optimized storage potential (or storage efficiency), and categorizing it in terms of
what limited the injection of more CO2. “Leakage-limited” means that storage potential was limited due to CO2 flowing out from
the aquifer’s open boundaries and into an adjacent aquifer (not leakage through the caprock or wells). “Pressure-limited” means
that storage potential was limited due to pressure buildup, which reached a certain fraction of the overburden pressure somewhere
within the aquifer (not necessarily at the well).
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Figure 2: Norwegian Continental Shelf formations suitable for CO2 storage according to the Norwegian Petroleum Directorate
(NPD). Datasets are publicly-available from the NPD. Map on right : Approximate location of the formations along the Norwegian
Continental Shelf (including a few sealing formations, i.e., Not, Ror, Nordmela, which are not investigated in this study due to lack
of storage potential). Individual formation plots: 3D view of each formation constructed from its dataset (with z-scale exaggerated
to emphasize the unique caprock topography of each formation).

2.1. Formation datasets & volumetric capacities

Our ranking method is demonstrated using 23 subsea geological formations located along the Norwegian
Continental Shelf, that have been considered as potential candidates for CO2 storage; see Fig. 2. These forma-
tions are part of NPD’s publicly available CO2 Storage Atlas [10]. For simplicity, we treat each formation as a
separate unit. Based on our construction of each dataset, and applying the same storage efficiency values used in
Halland et al. [10], our computed volumetric capacities are presented in Table 1. In addition, we tabulate other
averaged data including formation caprock depth, total (or gross) rock volume, porosity, net-to-gross ratios (if
available), and CO2 density. Unlike in previous work (i.e., [10, 11]), we consider the entire aquifer volume and
calculate CO2 density based on pressure and temperature as a function of depth, as opposed to a constant,
fixed value. More specifically, pressure is assumed to be hydrostatic, and temperature is found by using the
temperature gradient, seafloor temperature, and seafloor depth. These required inputs were referenced from
the Atlas or other sources, or assumed if data was missing; see Table A.3. Due to these differences, it is not
surprising that our volumetric capacity estimates in Table 1 differ from those given in the NPD Storage Atlas
[10].

2.2. Optimized dynamic storage potentials

While the volumetric capacities presented above are based on aquifer pore volume, capacity estimates can
also be obtained based on the injection and migration of CO2 within an aquifer. Such estimates are typically
called dynamic capacities, and better represent practical or achievable storage potentials. In our ranking
methodology, we estimate capacities using a generic well placement scheme, mathematical optimization, and
vertical-equilibrium simulation. To summarize, we place wells somewhere in the aquifer based on the trapping
structure of the top surface and assign the wells with an initial injection rate. These initial rates are based on
the upslope structural-trapping capacity from each well. Then, we optimize the injection rates according to an
objective function that penalizes aquifer leakage and pressure buildup. Aquifer leakage and pressure buildup
is determined using simulation of the injection and long-term migration of CO2. Since we are capturing the
dynamics of the system, in addition to optimizing the injection rates according to our objective (i.e., maximize
storage while minimizing leakage and pressure buildup), we call this estimate an “optimized dynamic” storage
potential (optimized storage potential for short). We emphasize that this approach is general in the sense that
it can be applied to other formation datasets. The following paragraphs explain this part of the workflow in
more detail.

The strategy behind the generic well placement scheme is to position CO2 injection wells so as to exploit as
much of the aquifer’s trapping capacity as possible, and with as few wells as possible. We consider it natural
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Table 1: Formation properties and associated volumetric storage capacities. ‘-’ denotes data not available. Grids un-coarsened.
zt denotes average depth of top surface, V is total formation volume (rock and fluid), φ is porosity, NTG is average net-to-gross
ratio, ρg is average CO2 density at reservoir conditions, S is storage efficiency factor given by NPD [10], and M is storage capacity
computed by (1).

Formation Sea zt (m) V (Gm3) φ NTG ρg (kg/m3) S (%) M (Gt)

Tub̊aen Barents 2486 431 0.15 0.65 665 3.0 0.741
Stø Barents 2339 449 0.16 0.84 670 3.0 1.136
Bjarmeland Barents 996 1431 0.20 0.95 786 3.0 6.332
Are Norwegian 2223 5319 0.21 0.30 601 0.7 1.406
Ile Norwegian 1891 1166 0.27 0.25 612 0.2 0.096
Garn Norwegian 1668 2682 0.27 0.25 622 0.2 0.225
Tilje Norwegian 2080 3230 0.21 0.30 606 0.7 0.863
Brent North 3454 3462 - - 621 - -
Bryne North 2382 4429 0.13 1.00 625 4.5 15.944
Sleipner North 3244 281 - - 621 - -
Sognefjord North 1952 906 0.19 1.00 631 5.5 6.136
Fensfjord North 1952 965 0.19 1.00 631 5.5 6.527
Krossfjord North 1976 786 0.19 1.00 631 5.5 5.327
Hugin East North 2705 93 0.13 1.00 623 5.5 0.398
Hugin West North 3224 378 0.13 1.00 621 5.5 1.616
Sandnes North 2043 1546 0.09 1.00 628 4.5 3.820
Ula North 3437 399 0.18 1.00 620 - -
Gassum North 1790 631 0.12 1.00 572 5.5 2.288
Johansen North 2484 343 0.20 1.00 625 3.0 1.286
Pliocenesand North 368 296 - - 94 - -
Skade North 840 2356 0.21 1.00 556 4.0 8.748
Statfjord North 3672 4184 0.11 1.00 620 4.5 12.485
Utsira North 782 3874 0.21 1.00 520 4.0 15.761

to position the wells based on the location and capacity of the structural traps found in the top surface. This
of course does not mean we are only interested in exploiting the structural trapping capacity. We recognize
that other forms of trapping will take place as the CO2 plume migrates throughout the aquifer, however this
migration will largely be dictated by the trapping structure. The trapping structure includes the location of the
structural traps, the catchment regions associated with each structural trap, and the connection or “spill-path”
between each trap (i.e., the path that buoyancy-driven CO2 is likely to take as it spills from one trap to another).
By placing a well downslope from a spill-path containing several traps, the injected CO2 will eventually migrate
upslope and fill the traps along it pathway (in addition to becoming trapped by other forms). This is the basic
idea behind the well placement algorithm which we use in this work, which has been referred to as a greedy
algorithm in previous work; see Nilsen et al. [20] and Lie et al. [21]. The trapping structure is precomputed using
a spill-point analysis, and wells are placed according to the best available, reachable structural-trapping capacity.
To exploit as much trapping as possible, wells are placed at the deepest elevation within a given catchment
region while respecting certain buffer distances to various boundaries. These buffers are the minimum distances
that can exist between a well and the aquifer boundary. Wells are placed until either the next well’s injection
mass is less than 1% of the total structural capacity, or until the entire trapping structure has been assessed. In
this work, we employ a slightly modified approach to the greedy algorithm that places a set of wells directly in
specific catchment regions. This is useful if a spill-path contains a trap with a relatively large trapping capacity,
which would be difficult to exploit with only one well, especially a well located very far downslope from the
trap.

Fig. A.10 illustrates the well locations and the initially injected masses as suggested by the modified greedy
algorithm. The corresponding mass injection rates are simply calculated by dividing these injected masses
by the injection period (i.e., 10Mt/10years = 1Mt/year). Various buffer distances were used to place these
wells, and are reported in Table A.4. These distances were chosen based on judgment (e.g., a well with a high
injection rate should be placed farther from the aquifer boundary to minimize leakage). To reduce computing
time required for simulations, most grids were coarsened by specific factors that were chosen such that the main
structural traps would still be captured. Some grids were not coarsened since they were already comprised of a
relatively small number of grid cells.

The initial injection rates of the wells are computed based on the structural-trapping capacity upslope from
the wells only. However, since other forms of trapping will take place as CO2 migrates through the aquifer, these
rates are not necessarily optimal and may be too low. On the other hand, since our objective is to minimize
excess leakage and preserve caprock integrity, some of these rates may be too high. As such, an optimal injection
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strategy can be found according to the following objective function:

J = MI − CLML − CP

N∑
i

(
max(0, pi − plim

i )
)2
. (2)

where J can be thought of as the credited CO2 mass stored, MI is the amount injected, ML is the amount
leaked by the end of the simulated migration period or that is forecast to leak by time infinity, pi is the cell
pressure, and plim

i is the cell’s predefined pressure target. The term CL is a unitless factor that penalizes leakage.
It can be interpreted as a ratio between the cost of leaking and the CO2 tax credit per mass stored. The term
CP is a pure penalization factor used in the algorithm to avoid overpressure, with units of mass per pressure
squared. Here, we use the term leakage to refer to CO2 that exits the model domain through any open, lateral
boundaries (i.e., we do not model CO2 leakage through the relatively impermeable caprock). While capacity
estimation typically does not account for CO2 leakage, the rationale for maximizing storage while penalizing
leakage is that more CO2 could be injected and trapped in the aquifer if a small amount of leakage (i.e., waste)
was permitted.

As introduced, the factors CL and CP act to constrain (via penalization) CO2 leakage and pressure buildup,
respectively. Here, CL is user defined (herein, 5) such that 1/CL is the fraction of the injected mass that is
allowed to leak according to political or technical requirements. Penalizing pressure is more complicated, in that
the user cannot chose CP directly. Instead, the user selects a target on the maximum pressure and a tolerance
(herein, 2%) by which we are allowed to exceed this target. The factor CP is iteratively increased until we
converge within this tolerance to approximate the constraint. The starting value of CP is chosen such that the
pressure term in (2) is negligible compared to the first two terms, MI − CLML. The pressure target plim is
assumed to be 90% of the overburden pressure, as suggested in Nordbotten and Celia [22]. This pressure target
does not necessarily reflect the actual fracture pressures of our formations, and may be considered too high for
regulatory purposes; therefore, in this work we use this target for illustrative purposes only. The overburden
pressure is computed to be the weight of all fluid or media layers (i.e., sea and saturated sandstone) lying above
the saline aquifer’s caprock, and thus the pressure target is computed by

plim = 0.9×
(
ps +

∫ zt

zs

(φρf + (1− φ)ρs)gzdz

)
, (3)

where ρf and ρs are the fluid and solid densities respectively, φ is porosity, and ps is surface pressure; see
Nordbotten and Celia [22] for details. The integral is taken vertically from the depth of the sea surface zs = 0
to the depth of the formation caprock zt, which includes a layer of sea water, and a layer of geological media
between the sea bottom and formation caprock. We assume a surface pressure of 1 atmosphere, and a sea
water density of 1000 kg/m3. In lack of actual information, we assume that the media above the formation is
comprised of the same type of fluid and rock as in the formation, thus we set this layer’s porosity equal to the
average of the formation porosity, and the fluid density equal to the formation’s initial fluid density. We also
assume a rock density of 2000 kg/m3 as a conservative dry bulk density of sandstone.

To find the global maximum of (2), we use the Broyden–Fletcher–Goldfarb–Shanno (BFGS) algorithm, using
Wolfe conditions [23, 24] with an inexact cubic line-search based on values and derivatives. The state variables
(i.e., CO2 saturation and pressure) that are required to evaluate (2) are determined via simulation. In (2),
the amount leaked is equal to the difference between the amount injected and the amount stored, where the
amount stored is based on CO2 density and the simulated CO2 saturations. These saturations are never greater
than 1 minus the residual water saturation. The derivatives (with respect to the state variables) are calculated
using the adjoint method; see Jansen [25]. While many simulations are required to find the global maximum
of (2), the use of vertical-equilibrium (VE) modeling [22, 26, 27] makes the simulations rapid and thus the
CPU time is manageable. The underlying assumptions of VE modeling are valid for the flow dynamics of our
problem: CO2 and the formation fluid segregate into vertical layers once CO2 is injected into the formation, due
to the density difference between the fluids. Since the lateral migration of CO2 compared to its vertical flow is
orders of magnitude larger, this vertical segregation is assumed to occur instantaneously. As such, the fluid flow
equations can be vertically integrated and solved using a 2D grid, which drastically reduces the computational
cost of solving a 3D model. Once the 2D equations are solved, the vertical distribution of CO2 (in terms of its
trapping mechanisms) are reconstructed by analytical expressions.

Once the optimized injection rates have been found by maximizing (2), the optimized storage potential s
is the amount of CO2 that is forecast to remain within the aquifer. In a closed aquifer, this storage amount
is simply equal to the amount injected by the wells. In an open aquifer, this storage amount is equal to the
amount injected minus the amount forecast to leak (if any). Then, the optimized storage efficiency is calculated
using (1), where Mco2 is equal to the optimized storage potential, and where CO2 density and the aquifer’s pore
volume are known quantities.
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Table A.3 summarizes the fluid and rock parameter inputs that we use in our flow simulations. In this
work, we model residual trapping however neglect solubility trapping for three main reasons: to avoid using
CO2-brine solubility data from other modeling studies that is difficult to verify, to reduce the computational
cost required to perform one forward simulation (we have to optimize the injection scenario for 23 individual
formations, and each optimization problem requires numerous simulations), and to give a conservative estimate
of storage potentials rather than an estimate that may include an optimistic amount of solubility trapping.

The optimization method explained above, as well as variants of (2), have been applied and documented
in previous work; see e.g., [28, 29, 30, 21, 31], however for select formations. In Allen et al. [32], we obtained
the dynamic storage efficiency of 23 of the formations available in NPD’s CO2 Storage Atlas [10], however all
formations were treated as open systems. Herein, we apply this method to obtain closed system results for
comparison purposes and to better represent the formations that are deemed to be closed.

2.3. Storage costs

Including the number of wells and well depths attempts to reflect some of the cost associated with exploiting
the storage potential of the formation. Additionally, the cost of CO2 transportation (via pipeline or ship) may
be linearly related to the distance between the CO2 point source and storage site. This is known as source-sink
matching, and has been considered in other works, e.g., [33, 19].

To demonstrate our ranking workflow, we consider three possible Norwegian CO2 point sources: a cement
factory run by Norcem AS, an ammonia plant run by fertilizer maker Yara, and a trash incinerator run by
the municipality of Oslo. These point sources are currently being considered as part of a feasibility study for a
full-scale CCS demonstration project in Norway, where captured CO2 would be transported by ship and injected
into a Norwegian North Sea formation [34]. The location of these respective point sources and estimated annual
emissions are:

1. Norcem in Brevik; location (539601, 6547015); E1 = 0.8 Mt/yr [35]

2. Yara Porsgrunn in Herøya Industripark AS; location (535998, 6553803); E2 = 0.210 Mt/yr [36]

3. Klemetsrudanlegget AS in Oslo; location (602917, 6635042); E3 = 0.3 Mt/yr [37]

These emission rates suggest a total of 2 Mt/yr of CO2 could become available for CO2 storage, however we
note that “full scale” capture might not necessarily mean 100% capture of CO2 from the emission stream, as
noted in Bjerge [35].

To represent transportation costs, we take the distance of an approximate shipping route between the CO2

point source to the center of each formation; see Fig. 3. The center of each formation is determined by taking
the mean (x, y) coordinate of the top surface.

Indeed, other storage related costs could be included, such as site development costs, monitoring costs, etc.
(e.g., those used in Ramı́rez et al. [9]). However, the formations studied in this work are all categorized as
offshore saline aquifers, thus these costs may not differ too much from case to case. As such, the number and
depth of wells, and the distance from a point source are taken to be the only formation-dependent criteria
related to storage costs.

2.4. Final ranking procedure

We propose a ranking scheme that prioritizes formations with the highest storage potential (s), highest
injectivity (I), least number of wells (n), shallowest average well depth (z), highest degree of data coverage (u),
and closest proximity to CO2 point source j (dj). Following the weighted normalized parametric procedure
presented in [1, 19], the ranking of formation k with respect to point source j, is computed by

Rk
j =

6∑
i=1

wiC
k
i , (4)

where C is the normalized parameter for each of the criteria, which are indexed using the subscript i, i.e.,

Ck
1 =

sk − smin

smax − smin
, Ck

2 =
Ik − Imin

Imax − Imin
, Ck

3 =
uk − umin

umax − umin
, Ck

4 =
nmax − nk

nmax − nmin
,

Ck
5 =

zmax − zk

zmax − zmin
, Ck

6 =
dj,max − dkj

dj,max − dj,min
.

(5)

The max and min subscripts indicate the maximum and minimum value out of all the formations being ranked.
The non-normalized storage potential, s, is the optimized value depending on whether the formation is considered
to be open or closed. Even though we are already using s which is simulation-based and thus indirectly includes

6



Garn

Porsgrunn

Norwegian
North Sea

Norwegian
Sea

Figure 3: Approximate shipping route that may be taken from a CO2 point source in Porsgrunn to the center of the Garn formation.
Figure constructed using Google Maps [38]. Yellow stars in Norwegian North Sea indicate the center of other formations. Outline
of Garn formation is approximate.

all the main properties to calculate well injectivity, we include k(x)h(x) in our ranking scheme as a weak indicator
of injectivity I. This criterion is used to reflect the most important variations in local well performance. The
weighting coefficients wi express the relative importance of each parameter to the overall ranking, and sum up
to unity, i.e.,

∑6
i wi = 1. To account for uncertainty associated with the formation datasets, we use a numeric

value between 1 and 3 that represents the quality of the data coverage. We interpret these values based on the
color that is used in the NPD Atlas [10] (i.e., red, yellow, or green) to indicate the maturity of each formation’s
storage estimate.

3. Results

3.1. Optimized storage potentials, efficiency, & categorization

The optimized storage potentials and efficiency factors are computed according to the methodology explained
in Sect. 2.2. Whether or not fluid is able to transmit in and out of the formation’s lateral boundaries will impact
the storage potential of the aquifer. For comparison purposes, we obtain the optimal storage potentials for both
possible boundary conditions; see Fig. 4. The same well locations were used in both system types since it is
still ideal to place wells downslope from local structural traps and at low elevations within a catchment region.
Placing wells at low elevations is particularly important to benefit from residual trapping that occurs as CO2

migrates towards the higher elevations, to reduce the risk of CO2 leakage through wells, and also because the
pressure is less restrictive at deeper elevations since the overburden pressure is higher.

From Fig. 4, we notice that the open storage efficiencies fall within the range of 0.3 – 4.2% (excluding Plioce-
nesand because its structural trapping capacity is practically negligible), and all the closed storage efficiencies
are less than 1%. We also notice that most of the closed storage efficiencies are less than the open storage
efficiencies. The reason for this is primarily due to the lack of pressure dissipation and resulting over-pressure
in closed boundary systems. Pressure management techniques such as brine extraction is one way to release the
pressure buildup caused by CO2 injection.

However, there are a few formations, e.g., Hugin East, Hugin West, and Pliocenesand, that do not exhibit
lower storage efficiencies for closed boundaries. The reason for this is related to the shape of the top-surface
and the limited amount of structural trapping potential; see Fig. 5. When these formations are closed, lateral
boundary leakage does not exist, and thus does not restrict the injection mass. The only limitation is due to
pressure. In fact, the top surface of these closed formations are in essence one large structural trap. So, as

7



Tub
åe

n Stø

Bjar
m

ela
nd Åre Ile

Gar
n

Tilje
Bre

nt

Bry
ne

Slei
pn

er

Sog
ne

fjo
rd

Fen
sfj

or
d

Kro
ss

fjo
rd

Hug
in 

Eas
t

Hug
in 

W
es

t

San
dn

es Ula

Gas
su

m

Jo
ha

ns
en

Plio
ce

ne
sa

nd
Ska

de

Sta
tfjo

rd
Utsi

ra
0

1

2

3

4
S

to
ra

ge
 e

ffi
ci

en
cy

 (
%

)

M

M

P

L

M

L

M M

M

L

L P
P

L L

P

L

M

L

L
L

L

L

Open
Closed

Figure 4: Comparison between open and closed storage efficiencies obtained through optimization of injection rates. Symbols above
open results refer to whether optimal injection strategy was limited due to leakage (“L”), pressure (“P”), or a mixture of both
(“M”).

N

N

Trapping structure Open boundaries Closed boundaries

Figure 5: Optimized injection rates (in Mt/year) given a 30-year injection period in Hugin East when the formation is treated as
open or closed.

long as the wells are operating such that the pressure rise within these formations is within the predefined
tolerance of the pressure target, more CO2 can be injected than what the (open) structural trapping potentials
suggest. On the other hand, the injection rates are lower when these systems are assumed to be open because
any additional CO2 injected into the formations will spill out of their already limited structural traps. It may
be possible to obtain an even higher Seff value through the use of a different well placement, e.g., an array of
wells that spans the entire areal coverage of the top-surface. This hypothesis will be tested and discussed later
in Fig. 9.

When formations are treated as open systems, the optimal strategy may be limited either by excess CO2

leakage from the lateral boundaries, or by excess pressure buildup. As such, we categorize injection strategies
of the open formations in terms of what limited the injection of more CO2. Fig. 6 illustrates each possible
type of limitation. In closed systems, no CO2 leakage occurs from the lateral boundaries, and thus pressure
will be the limiting factor in all cases. The relevance for this type of categorization is related to engineering
strategies that one could take to increase the storage capacity of the formation. For example, to inject more
CO2 into a leakage-limited formation, it may be necessary to consider strategies which reduce the mobility of
CO2, such as CO2 and water alternating injection, etc. To inject more CO2 into a pressure-limited formation,
it may be necessary to include brine producing wells for pressure management or increase the injection period.
This last strategy comes from the fact that an aquifer’s storage capacity (as well its categorization or storage
constraint) is dependent on the duration of the injection period, which has been discussed in Szulczewski et al.
[39] and Bachu [18]. In one of our previous studies, i.e., [32], we illustrated this point by comparing optimized
storage capacities given two different injection time frames. In almost all cases, the storage efficiency of an
open system increased when the injection period was increased from 30 to 100 years. And in several of these
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cases, the storage constraint switched from pressure-limited (or a combination of pressure and leakage-limited)
to leakage-limited.

According to the results shown in Fig. 4, most of the formations are limited by leakage only, or a combination
of leakage and pressure. A few formations—Bjarmeland and Sandnes—were limited purely by pressure buildup.
In cases where pressure was a limiting factor, the pressure reached its predefined pressure target at locations
surrounding an injection well (e.g., Tilje in Fig. 6) or within a shallow trap (e.g., Bjarmeland in Fig. 6). This
indicates that while it is considered advantageous to place wells within the deepest regions of a formation where
the overburden pressure is highest (thus the pressure limit is least restrictive), the amount to safely inject
into the formation may ultimately be dictated by the maximum sustainable pressure rise that occurs in the
shallowest traps where the overburden pressure is smallest.

3.2. Overall ranking

The six criterion values for each formation are given in Table 2, along with four possible combinations of
criterion weighting. Using these cases, the ranking (R) of each formation was computed using (4), and results
are presented in Fig. 7. The storage potentials that we report under criterion s correspond to either the open
or closed optimals. The information we used to say whether a formation is open or closed was taken from the
NPD Atlas, with the following assumptions: in cases where the formation was said to be half-open, we treated
it as open, and in cases where the system type was not specified, we treated it as closed. Also, we only consider
the Porsgrunn point source, since all three CO2 point sources we referenced in this work are concentrated in
southern Norway and thus lead to very similar ranking results.

Since the overall ranking is dependent on which criteria are used, and the relative importance of each
criterion, we tested out a few possible weighting combinations. In Case A, we treat the storage potential as the
most important ranking criterion (ws = 0.5), following by the combined impact of the three economic criteria
(i.e., each assigned a weight of 0.1, thus combined impact of 0.3), and the least important was data coverage
(wu = 0.15) and injectivity (wI = 0.05). In Case B, all criteria are given equal importance in the overall ranking.
In Case C and D, we set the relative importance of the distance to the CO2 point source to wd = 0.3, however
we compare the impact of using only the simulation-based criteria (i.e., optimized storage potential, number of
wells placed by our algorithm, and depth of wells) to using only the static-based criteria (i.e., injectivity and
quality of data coverage). Results of these ranking cases are presented in Fig. 7.

The ranking values shown for Case B in Fig. 7 includes upper and lower bounds (shown by blue “error
bars”), which indicate the range of possible ranking values for each formation. As an example, the normalized
criteria for Utsira are C = {0.2787, 0.8911, 0.5833, 0.8779, 1.0000, 0.8328} (i.e., the criterion values in Table 2
normalized by (5)). From this array of values, we notice that the highest possible ranking value for Utsira will
be 1.0 (which occurs when w5 = 1, i.e., ranking is based on the degree of data coverage criterion only), and
the lowest possible value will be 0.2787 (when w1 = 1, i.e., ranking is based on the optimized storage criterion
only). So, no matter what combination of weighting coefficients we use, the ranking value for Utsira will always
fall within the bound of [0.2787, 1.0]. Computing the ranking bounds could help identify any formations that
should be eliminated from the list of candidate storage sites, especially if a formation has a very low upper
bound compared to all other formations. Based on the ranking bounds plotted in Fig. 7, we observe that Åre
has the worst upper bound value, and Utsira has the best lower bound. However, these particular ranking
bounds do not strongly suggest a particular formation to eliminate.

According to Anthonsen et al. [13], Utsira, Sognefjord, and Skade were considered to be the best formations
for large-scale industrial storage. Thus in Fig. 7, we highlight the score of these formations to compare how
their position in the ranking order changes between the different weighting cases. Utsira and Skade score as
the two best formations when ranking is based on the static data only (Case D), presumably because their
high injectivity values. They also score as the top best when all criteria are given equal importance (Case B),
with Sognefjord coming in third. However, when the optimal storage potentials are weighted as most important
in Case A and C, Utsira, Skade and Sogenfjord drop from their high scoring positions. This is likely due
other formations having higher storage potentials, such as Statfjord, which ranks the number one in terms of
optimized capacity. For comparison, we illustrate the optimized rates and final CO2 saturations in Anthonsen
et al.’s [13]’s “best three” formations and in Statfjord; see Fig. 8. Our optimized storage potentials indicate it
may be possible to trap more CO2 in the Statfjord formation, compared to Utsira, Skade, or Sognefjord.

Our intention here is not to make any definitive remarks about which formations are the most suitable for
large-scale industrial storage, due to the simplifications and working assumptions discussed in the next section.
Rather, our purpose is to demonstrate that a formation’s ranking score may very well change should optimal
storage potentials and economic factors be incorporated into the ranking scheme.
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Table 2: Values of criteria used in formation ranking. Non-normalized values given. Meaning of symbols: s – optimized storage
potential (Mt), I – injectivity (×10−12 m3), n – number of wells to operate, z – average depth of wells (m), u – degree of data
coverage, dj – distance (km) to point source j. Storage and well details are with respect to open or closed systems. Systems treated
as closed (*): Hugin West, Brent, Ula, Pliocenesand, Tilje, Åre, Garn, Ile. Rest of systems considered to be open.

Criterion i

Formation k s I n z u d1

Tub̊aen 555 8.6 4 2683 3.00 2044
Stø 667 13.9 5 2264 3.00 2044
Bjarmeland 330 12.2 5 1224 2.50 2258
Åre * 768 35.9 8 2927 2.00 1190
Ile * 110 29.7 7 2277 2.00 1190
Garn * 233 82.6 4 1997 2.00 1190
Tilje * 332 20.8 7 2578 2.00 1190
Brent * 2700 81.2 8 4111 1.00 654
Bryne 3032 14.2 14 2303 2.00 377
Sleipner 98 26.2 2 3676 1.00 539
Sognefjord 1503 28.6 3 1903 3.00 615
Fensfjord 1500 30.8 4 1857 3.00 615
Krossfjord 1384 24.2 3 1893 3.00 615
Hugin East 13 20.2 3 2864 3.00 556
Hugin West * 126 33.7 3 3237 1.00 539
Sandnes 613 5.1 13 2226 2.00 386
Ula * 147 26.0 4 3952 1.00 491
Gassum 1197 32.0 2 2320 1.00 238
Johansen 1686 31.8 4 2436 3.00 599
Pliocenesand * 5 42.2 5 535 1.00 606
Skade 410 177.0 9 1011 3.00 568
Statfjord 4083 26.9 4 4918 2.00 620
Utsira 1141 158.3 7 1070 3.00 576

Weighting Case
A 0.50 0.05 0.10 0.10 0.15 0.10
B 0.1670 0.1666 0.1666 0.1666 0.1666 0.1666
C 0.50 - 0.10 0.10 - 0.30
D - 0.35 - - 0.35 0.30
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Figure 7: Formation ranking according to several different weight combinations. Ranking scores of Utsira, Skade, and Sognefjord
formations are outlined in red for easier visualization of how their position changes between the weighting cases. These results are
not intended to be used as definitive ranking scores.

11



Utsira

Skade

Statfjord

Sognefjord

Figure 8: Optimized injection rates (in Mt/yr), given a 30-year injection period, in select formations. CO2 saturation after 1000
years of post-injection migration is shown. Yellow lines represent an injection “hub” consisting of multiple injectors, not necessarily
just one well.

4. Discussion

4.1. Influence of working assumptions

The results of our ranking procedure are influenced by several factors and working assumptions. Firstly, our
optimized storage potentials represent only one realization of homogeneous formation properties, a particular
well placement strategy, and a particular injection strategy which included an injection period of 30-years. To
better account for dataset uncertainty, optimized storage potentials could be obtained using many realizations
of top-surface elevations, rock properties, or other potentially impactful and uncertain parameters. While the
same well placement algorithm (i.e., modified greedy) was used for both open and closed formations, it is
possible that storage potentials could be higher if the open formation’s top-surface was covered with an array of
injection wells. This is confirmed in Fig. 9, where we compare the optimized storage efficiencies for three different
well placement strategies, on a coarsely resolved Sandnes grid, using a 30-year injection and a relatively short
migration period of 200 years. On the other hand, using more wells may end up reducing the final ranking of
the formation due to economic factors (i.e., more wells means higher cost). In a previous work, we demonstrated
that the optimal injection strategy depends on the length of the injection period [32]. As such, we expect that
using an injection period of 10- or 50-years would yield different results than for 30-years.

Secondly, the working assumptions we used in our optimization approach included a leakage penalty factor
of five and a pressure target of 90% of the overburden pressure. If political regulations required essentially no
CO2 leakage from the formation and allowed for a very small over-pressure, then a higher leakage penalty factor
and a stricter pressure target should be applied when optimizing the injection rates. This would most certainly
yield different (i.e., lower) storage potentials.

Thirdly, we only considered certain criteria in our ranking procedure. The same procedure could be applied
using a different set of criteria, or using volumetric or structural trapping potentials instead of the optimized
storage amounts. Once again, one would expect to find different ranking values, given the difference between the
volumetric storage estimates in Table 1 and the optimized storage potentials in Table 2. However, an important
aspect of using optimized storage potentials is that details of the injection scenario (e.g., number of wells, well
location) and legal or political requirements (e.g., amount of long-term leakage allowed, maximum allowable
pressure buildup) can be accounted for in the estimate.

Fourthly, weighting coefficients were used according to an assumption of how important each criterion was
in the overall evaluation. The comparison we made in Fig. 7 demonstrates that the score of a formation can
very well change depending on which criteria are included, and their relative importance.

Our interpretation of the formation datasets has also influenced the ranking results. We have considered
each formation separately, however it is known that some of these formations form aquifer units, such as the

12



Greedy Modified Greedy Array

gr
ee

dy

m
od

. g
re

ed
y

ar
ra

y

0

0.2

0.4

0.6

0.8

1

1.2

1.4

S
to

ra
g
e
 e

ff
ic

ie
n
c
y
 (

%
)

Open

Closed

Pressure buildup in Open System
(Modified Greedy)

Pressure buildup in Closed System
(Modified Greedy)

Most restrictive
pressure limit occurs at
trap peaks near wells

Most restrictive
pressure limit occurs
at shallowest depth

Figure 9: Impact of well placement on optimal storage potential. Top row : placement of wells in Sandnes formation using three
different strategies, and CO2 saturation by year 230 when wells operated with their optimized rates (for an open system). Bottom
left : optimized storage efficiencies given three well placement approaches, and given an open or closed system. Bottom right :
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Sognefjord Delta (Sognefjord, Fensfjord, and Krossfjord), and the Hammerfest Aquifer Basin (Stø and Tub̊aen).
It is likely that treating the units as a whole instead of separately would have led to different values of optimized
storage potentials, and thus different ranking. When information was missing (e.g., boundary conditions), we
made assumptions regarding the characteristics of the formation.

By considering a CO2 point source located in southern Norway, the outcome of the ranking procedure is
more favorable for the Norwegian North Sea formations. If we had considered a hypothetical CO2 point source
located in northern Norway, we expect to find that the ranking scores of the Barents Sea formations would be
higher than shown in this study. Also, site selection could very well depend on a source’s CO2 emission rate
Ej due to financial reasons associated with project length. For example, a project will need to operate for 50
years in order to store 1 Gt of CO2 coming from a point source with an emission rate of Ej = 2 Gt/year,
however it will take less time (20 years) to store the same amount if the emission rate is Ej = 5 Gt/year. This
dependency could have been accounted for by expressing the storage potentials as s/Ej , as done in Bachu et
al. [3] for CO2-EOR projects. However, in this work, the optimized storage potentials correspond to a fixed
injection period of 30 years and assumed unlimited CO2 availability. We note that the assumed emission rates
of the three CO2 point sources provides a total of approximately 40 Mt over a 30-year period. Yet most of our
optimized storage potentials suggest that much more CO2 would have to be available if one wanted to exploit
the full storage potential of a formation within a reasonable time frame.

4.2. Comparison to other ranking procedures

The formations found along the Norwegian Continental Shelf have been subject to previous ranking proce-
dures. In Anthonsen et al. [13], 27 Norwegian sites (in addition to Swedish, Danish and Icelandic sites) were
mapped and characterized with respect to reservoir and seal properties, safety, and data coverage. Based on
the ranking methodology applied, ten of these sites were considered as most prospective storage formations,
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namely: Sognefjord, Krossfjord, Utsira, Skade, Heimdal, Fensfjord, Frigg, Garn, Johansen, and Statfjord. And
out of these, Utsira, Sognefjord, and Skade were said to be the best formations for large-scale CO2 storage,
given their large volumetric storage capacities, shallow depths, and high porosity and permeability values.

Our study considered eight of the “top ten” formations listed above (i.e., Heimdal and Frigg are not part
of NPD’s public dataset). It is interesting to note that seven of these eight formations ranked in the top 50th
percentile of the overall ranking shown in Fig. 7, even though our ranking methodology was different. (Garn
did not rank as favorably, because it is located in the Norwegian Sea, which is much farther from the assumed
CO2 point source than the North Sea formations.) We considered criteria related to storage costs and optimized
storage potentials, while Anthonsen et al. [13] did not factor in any costs and only factored in volumetric storage
potentials when two or more sites had the same ranking score.

Including qualitative criteria such as data coverage is useful because it helps to represent the uncertainty as-
sociated with data, which likely influenced the storage capacity estimates. In an effort to further rank Anthonsen
et al.’s [13] top ten Nordic sites with more qualitative measures, Bergmo et al. [14] included a “knowledge gap”
score (complementary to a “readiness level” score). This “readiness level” score was determined by assigning
a numeric value between 0 and -3 to knowledge gaps related to data collection, modelling, characterization of
sensitivity, and risk assessment. The rationale behind this is formations that have been subject to a lot of
data collection, characterization, and assessment are considered to be more ready to serve as CO2 storage sites.
While we only included quality of data coverage into our ranking procedure, this “readiness level” could serve
as an additional criterion.

5. Conclusions

In this work, we have presented a ranking procedure and applied it to 23 saline aquifer formations located
along the Norwegian Continental Shelf, to determine which formations may be deemed as most suitable for CO2

storage. This ranking approach was based on the weighted normalized parametric procedure used in Bachu [1]
and Bachu [19]. The parameters used to evaluate the overall ranking included optimized storage potentials,
injectivity, number of wells, depth of wells, degree of data coverage, and distance from a CO2 point source.

A key feature of our ranking procedure is simulation based quantities based on automatic algorithms and
optimization. Optimized storage potentials were obtained by first placing wells with a generic scheme, and then
by performing mathematical optimization of injection rates using vertical-equilibrium simulation and a set of
working assumptions related to maximum allowable leakage and pressure buildup. Simulation based quantities
capture more of the operational, legal, and economical constraints involved in a CCUS project, compared to
simple volumetric based estimates. With simulations, sweep efficiency is more accurately accounted for, and it
is easier to evaluate competing dynamic features which are dependent on injection time frame (e.g., injecting
a fixed amount over a short versus long time frame produces different leakage pathways and residual trapping
amounts). While we have employed vertical-equilibrium (VE) modeling in our work for computational efficiency,
this ranking workflow is not limited to VE and 3D flow simulations could also be used. Another important
feature of our ranking workflow is that criteria such as number and depth of wells, and distance to a CO2 point
source attempts to capture the storage costs involved, particularly regarding CO2 transport and injection.

The results of our demonstrated ranking procedure are not intended for engineering purposes due to a
variety of simplifications (e.g., homogeneous rock properties, neglecting faults, grid coarsening) included in
the geomodels. However, our demonstrated workflow can be applied to more detailed datasets and used as a
screening tool to aid in the selection of formations considered to be the most suitable storage candidates. Once
the “best” sites are identified, more detailed investigations could be performed to further narrow down these
candidates. The final selection will likely need to account for what is realistically feasible in a CO2 storage
project, particularly related to engineering and financial aspects.
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Appendix A.

Table A.3: Properties of formation rock and fluid found along the Norwegian Continental Shelf. Where no reference is given,
values have been either computed or assumed based on other sea data (e.g., Barents seabed temperature computed to meet Tub̊aen
conditions reported in Pham et al. [40]). Compressibility values correspond to a reference pressure of 10 MPa.

Sea values and references

Parameter Barents Ref. Norwegian Ref. Norwegian North Ref. Unit

Sea depth 330 [10] 225 - 100 - m
Seabed temp. 4 - 5 [41] 7 [42] ◦C
Thermal gradient 40 [10] 41.3 [41] 35.6 [42] ◦C/km
Residual water sat. 0.11 - 0.11 - 0.11 [42] unitless
Residual CO2 sat. 0.21 - 0.21 - 0.21 [42] unitless
Water density 1100 [10] 1020 - 1020 [42] kg/m3

Water viscosity 8 × 10−4 - 8 × 10−4 - 8 × 10−4 [42] Pa · s
CO2 viscosity 6 × 10−5 - 6 × 10−5 - 6 × 10−5 [42] Pa · s
Water compressibility 4.3 × 10−5 4.3 × 10−5 4.3 × 10−5 bar−1

Rock compressibility 1.0 × 10−5 1.0 × 10−5 1.0 × 10−5 bar−1

Table A.4: Grid coarsening details and buffer distances used to place wells. Buffer letter meaning: A – to internal catchment
boundary, B – to formation boundary, C – to external catchment boundary, D – to other wells placed in same catchment, E – n
wells placed in same catchment, in best k catchments, i.e., (n1, n2, . . . , nk).

Coarsened grid details Buffers

Formation Coarsening Cell Size (m) # cells A (km) B (km) C (km) D (km) E

Tub̊aen 2 1000 6426 3 10 10 - (1,1,1)
Stø 2 1000 6426 5 15 5 20 (3)
Bjarmeland 4 2000 7832 2 30 20 20 (2,1,1)
Åre 8 1600 7643 2 15 10 30 (2)
Ile 8 1600 8388 2 15 10 40 (2)
Garn 8 1600 6943 3 20 17 20 (2)
Tilje 8 1600 8019 3 18 14 20 (1)
Brent 2 2000 5019 5 20 15 20 (2,2)
Bryne 2 2000 11197 5 15 15 20 (4,4)
Sleipner 1 1000 5290 2 5 2 - -
Sognefjord 1 1000 9383 5 10 8 15 (2)
Fensfjord 1 1000 9263 5 10 8 15 (3)
Krossfjord 1 1000 9640 5 10 8 15 (2)
Hugin East 1 1000 2264 2 5 2 - -
Hugin West 1 1000 5540 2 5 2 - -
Sandnes 2 2000 10840 5 15 15 20 (6,3)
Ula 1 1000 4544 2 8 2 - -
Gassum 3 1500 3405 5 10 8 - -
Johansen 3 600 8476 2 5 5 15 (2,1)
Pliocenesand 1 500 13859 1 3 1 - -
Skade 2 1000 12736 2 10 5 - -
Statfjord 3 1500 13160 5 20 5 - -
Utsira 3 1500 10220 3 10 10 - -
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Figure A.10: Well placement and initial injection masses. Scale is indicated (in km) for each formation. Contour lines are drawn at
150 meter intervals. Wells are indicated by red dots. Color palate used for trapping structure: catchment regions are distinguished
using random colors, structural traps are shown using a darker shade of its catchment region’s color, and connections between traps
(i.e., spill-paths) are indicated by blue lines.
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